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PREFACE.

This edition differs from the first\(^1\) by the new arrangement of the contents of several chapters, some of which have been completed by more recent results, and by the suppression of a number of errors, obligingly pointed out by Mr. V. Jarnik, which formed the object of the two pages of Errata in the first edition. It is probable that fresh errors have slipped in owing to modifications of the text, but the reader would certainly find many more, if the author had not received the valuable help of Messrs J. Todd, A. J. Ward and A. Zygmund in reading the proofs. Also, Mr. L. C. Young has greatly exceeded his rôle of translator in his collaboration with the author. To all these I express my warmest thanks.

This volume contains two Notes by S. Banach. The first of them, on Haar's measure, is the translation (with a few slight modifications) of the note already contained in the French edition of this book. The second, which concerns the integration in abstract spaces, is published here for the first time and completes the considerations of Chapter I.

The numbers given in the bibliographical references relate to the list of cited works which will be found at the end of the book. The asterisks preceding certain titles indicate the parts of the book which may be omitted on first reading.

\[ S. \text{ Saks}. \]


The modern theory of real functions became distinct from classical analysis in the second half of the 19-th century, as a result of researches, unsystematic at first, which dealt with the foundations of the Differential Calculus or which concerned the discovery of functions whose properties appeared to be very strange and unexpected.

The distrust with which this new field of investigation was regarded is typified by the attitude of H. Poincaré who wrote: "Autrefois quand on inventait une fonction nouvelle, c'était en vue de quelque but pratique; aujourd'hui on les invente tout exprès pour mettre en défaut les raisonnements de nos pères et on n'en tirera jamais que celà".

This view was by no means isolated. Ch. Hermite, in a letter to T. J. Stieltjes, expressed himself in even stronger terms: "Je me détourne avec effroi et horreur de cette plaie lamentable des fonctions qui n'ont pas de dérivées". Researches dealing with non-analytic functions and with functions violating laws which one hoped were universal, were regarded almost as the propagation of anarchy and chaos where past generations had sought order and harmony. Even the first attempts to establish a positive theory were rather sceptically received: it was feared that an excessively pedantic exactitude in formulating hypotheses would spoil the elegance of classical methods, and that discussions of details would end by obscuring the main ideas of analysis. It is true that the first researches hardly went beyond the traditional, formal apparatus, fixed by Cauchy and Riemann, which was difficult to adapt to the requirements of the new problems. Nevertheless, these researches succeeded in opening the way to applications of the Theory of Sets to Analysis, and — to quote H. Lebesgue's inaugural lecture at the Collège de France — "the great authority of Camille Jordan gave to the new school a valuable encouragement which amply compensated the few reproofs it had to suffer".

R. Baire, E. Borel, H. Lebesgue — these are the names which represent the Theory of Real Functions, not merely as an object of researches, but also as a method, names which at the same time recall the leading ideas of the theory. The names of Baire and Borel will be always associated with the method of classification of functions and sets in a transfinite hierarchy by means of certain simple operations to which they are subjected. Excellent accounts

The other line of researches, which arises directly from the study of the foundations of the Integral Calculus, is still more intimately connected with the great trains of thought of Analysis in the last century. On several occasions attempts were made to generalize the old process of integration of Cauchy-Riemann, but it was Lebesgue who first made real progress in this matter. At the same time, Lebesgue's merit is not only to have created a new and more general notion of integral, nor even to have established its intimate connection with the theory of measure: the value of his work consists primarily in his theory of derivation which is parallel to that of integration. This enabled his discovery to find many applications in the most widely different branches of Analysis and, from the point of view of method, made it possible to reunite the two fundamental conceptions of integral, namely that of definite integral and that of primitive, which appeared to be forever separated as soon as integration went outside the domain of continuous functions.

The theory of Lebesgue constitutes the subject of the present volume. While distinguishing it from that of Baire, we have no wish to erect an artificial barrier between two streams of thought which naturally intermingle. On the contrary, we shall have frequent occasion, particularly in the last chapters of this book, to show explicitly how Lebesgue's theory comes to be bound up not only with the results, but also with the very methods, of the theory of Baire. Is not the idea of Denjoy integration at bottom merely a striking adaptation of the idea which guided Baire? Where Baire, by repeated application of passage to the limit, widened the class of functions, Denjoy constructed a transfinite hierarchy of methods of integration starting with that of Lebesgue and whose successive stages are connected by two operations: one corresponding exactly to the generalized integral of Cauchy and the other to the generalized integral of Harnack-Jordan.
Now that the Theory of Real Functions, while losing perhaps a little of the charm of its first youth, has ceased to be a "new" science, it seems superfluous to discuss its importance. It is known that the theory has brought to light regularity and harmony, unhoped for by the older methods, concerning, for instance, the existence of a limit, a derivative, or a tangent. It is enough to mention the theorems, now classical, on the behaviour of a power series on, or near, the boundary of its circle of convergence. Also, many branches of analysis, to cite only Harmonic Analysis, Integral Equations, Functional Operations, have lost none of their elegance where they have been inspired by methods of the Theory of Real Functions. On the contrary, we have learnt to admire in the arguments not only cleverness of calculation, but also the generality which, by an apparent abstraction, often enables us to grasp the real nature of the problem.

The object of the preceding remarks has been to indicate the place occupied by the subject of this volume in the Theory of Beal Functions. Let us now say a few words about the structure of the book. It embodies the greater part of a course of lectures delivered by the author at the University of Warsaw (and published in Polish in a separate book), which has been modified and completed by several chapters. The reader need only be acquainted with a few elementary principles of the Theory of Sets, which are to be found in most courses of lectures on elementary analysis. Actually a summary of the elements of the theory of sets of points is given in one of the opening paragraphs.

Several pages of the book are inspired by suggestions and methods which I owe to the excellent university lectures of my teacher, W. Sierpiński, the influence of whose ideas has often guided my personal researches. Finally, I wish to express my warmest thanks to all those who have kindly assisted me in my task, particularly to my friend A. Zygmund, who undertook to read the manuscript. I thank also Messrs C. Kuratowski and H. Steinhaus for their kind remarks and bibliographical indications.

Warszawa, May, 1933.

S. Saks.

1) In this preface, I made no attempt to write a history of the early days of the theory, and still less to settle questions of priority of discovery. But, since an English Edition of this book is appearing now, I think I ought to mention the name of W. H. Young, whose work on the theory of integration started at the same period as that of Lebesgue.

CHAPTER I.

The integral in an abstract space.

§ 1. Introduction. Apart from functions having as argument a variable number, or system of $n$ numbers (point in $n$-dimensional space), we shall discuss in this book functions for which the independent variable is a set of points. Functions of this kind have occurred already in classical Analysis, in several important particular cases. But they only began to be studied in their full generality during the growth of the Theory of Sets, and in close relation to the parts of Analysis directly based on that theory.

If we are, for instance, given a function $f(x)$ integrable on every interval, then by associating with each interval $I$ the value of the integral of $f(x)$ over $I$, we obtain a function $F(I)$ that is a function of an interval. Similarly, by taking multiple integrals of functions $f(x_1, x_2, ..., x_n)$ of $n$ variables, we are led to consider functions of more general sets lying in spaces of several dimensions, the argument $I$ of our function $F(I)$ being now replaced by any set for which the integral of our given function $f(x_1, x_2, ..., x_n)$ is defined.

We dwell on these examples in order to emphasize the natural connection between the notion of integral (in any sense) and that of function of a set. Needless to say, there are many other examples of functions of a set. Thus in elementary geometry, we have for instance, the length of a segment or the area of a polygon. The class of values of the argument of these two functions (the length and the area) is in the first case, the class of segments and in the second, that of polygons. The problem of extending these classes gave birth to the general theories of measure, in which the notions of length, area, and volume, defined in elementary geometry for a restricted number of figures, are now extended to sets of points.
of much greater diversity. It is, nevertheless, remarkable that these researches arose far less from problems of Geometry than from their connection with problems of Analysis, above all with the tendency to generalize, and to render more precise, the notion of definite integral. This connection has occasionally found expression even in the terminology. Thus du Bois-Reymond called integrable the sets that to-day are said to be of measure zero in the Jordan sense.

The theories of measure have, in the course of their development, been modified in accordance with the changing requirements of the Theory of Functions. In our account, the most important part will be played by the theory of H. Lebesgue.

Lebesgue's theory of measure has made it possible to distinguish in Euclidean spaces a vast class of sets, called measurable, in which measure has the property of complete additivity — by this we mean that the measure of the sum of a sequence, even infinite, of measurable sets, no two of which have points in common, is equal to the sum of the measures of these sets. The importance of this class of sets is due to the fact that it includes, in particular, (with their classical measures), all the sets of points occurring in problems of classical Analysis, and further, that the fundamental operations applied to measurable sets lead always to measurable sets.

It is nevertheless to be observed that the ground was prepared for Lebesgue's theory of measure by earlier theories associated with the names of Cantor, Stolz, Harnack, du Bois-Reymond, Peano, Jordan, Borel, and others. These earlier theories have, however, to-day little more than historical value. They, too, were suitable instruments for studying and generalizing the notion of integral understood in the classical sense of Riemann, but their results in this direction have been largely artificial and accidental. It is only Lebesgue's theory of measure that makes a decisive step in the development of the notion of integral. This is the more remarkable in that the definition of Lebesgue apparently requires only a very small modification of a formal kind in the definition of integral due to Riemann.

To fix the ideas, let us consider a bounded function \( f(x, y) \) of two variables, or what comes to the same thing, a bounded function of a variable point defined on a square \( K_0 \). In order to determine its Riemann integral, or more precisely, its lower Riemann-Darboux integral over \( K_0 \), we proceed as follows. We divide the
square $K_0$ into an arbitrary finite number of non-overlapping rectangles $R_1, R_2, \ldots, R_n$, and we form the sum

$$\sum_{i=1}^{n} v_i \cdot m(R_i)$$

where $v_i$ denotes the lower bound of the function $f$ on $R_i$, and $m(R_i)$ denotes the area of $R_i$. The upper bound of all sums of this form is, by definition, the lower Riemann-Darboux integral of the function $f$ over $K_0$. We define similarly the upper integral of $f$ over $K_0$. If these two extreme integrals are equal, their common value is called the definite Riemann integral of the function $f$ over $K_0$, and the function $f$ is said to be integrable in the Riemann sense over $K_0$.

The extension of measure to all sets measurable in the Lebesgue sense, has rendered necessary a modification of the process of Riemann-Darboux, it being natural to consider sums of the form (1.1) for which $\{R_{i-1,2,\ldots,n}\}$ is a subdivision of the square $K_0$ into a finite number of arbitrary measurable sets, not necessarily either rectangles or elementary geometrical figures. Accordingly, $m(R_i)$ is to be understood to mean the measure of $R_i$. The $v_i$ retain their former meaning, i.e. represent the lower bounds of $f$ on the corresponding sets $R_i$. We might call the upper bound of the sums (1.1) interpreted in this way the lower Lebesgue integral of the function $f$ over $K_0$. But actually, this process is of practical importance only for a class of functions, called measurable, and for these the number obtained as the upper bound of the sums (1.1) is called simply the definite Lebesgue integral of $f$ over $K_0$. What is important, is that the functions which are measurable in the sense of Lebesgue, and whose definition is closely related to that of the measurable sets, form a very general class. This class includes, in particular, all the functions integrable in the Riemann sense.

Apart from this, the method of Lebesgue is not only more general, but even, from a certain point of view, simpler than that of Riemann-Darboux. For, it dispenses with the simultaneous introduction of two extreme integrals, the lower and the upper. Thanks to this, Lebesgue's method lends itself to an immediate extension to unbounded functions, at any rate to certain classes of the latter, for instance, to all measurable functions of constant sign (cf. below § 10). Finally, the Lebesgue integral renders it permissible to integrate term by term sequences and series of functions in certain general cases where passages to the limit under the in-
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Integral sign were not allowed by the earlier methods of integration. The reason for this is to be found in the complete additivity of Lebesgue measure. The fundamental theorems of Lebesgue (cf. below §12) stating the precise circumstances under which term by term integration is permissible, are justly regarded by Ch. J. de la Vallée Poussin [I, p. 44] as one of the finest results of the theory.

Lebesgue's theory of measure has, in its turn, led naturally to further important generalizations. Instead of starting with area, or volume, of figures, we may imagine a mass distributed in the Euclidean space under consideration, and associate with each set as its measure, (its "weight" according to Ch. J. de la Vallée Poussin [I, Chap.VI; 1]), the amount of mass distributed on the set. This, again, leads to a generalization of the integral, parallel to Lebesgue's, known as the Lebesgue-Stieltjes integral. In order to present a unified account of the latter, we shall consider in this chapter an additive class of measurable sets given a priori in an arbitrary abstract space. We shall suppose further, that in this class, a completely additive measure is determined for the measurable sets. These hypotheses determine completely a corresponding method of integration in the Lebesgue sense. All the essential properties of the ordinary Lebesgue integral, except at most those implying the process of derivation, remain valid for this abstract integral. From this point of view, in a more or less general form, the Lebesgue integral has been studied by a number of authors, among whom we may mention J. Radon [1], P. J. Daniell [2], O. Nikodym [2] and B. Jessen [1]. For further generalizations (of a somewhat different kind) see also A. Kolmogoroff [1], S. Bochner [1], G. Feichtenholtz and L. Kantorovitch [1], and M. Gowurin [1].

§ 2. Terminology and notation. Given two sets A and B, we write \( A \subseteq B \) when the set A is a subset of the set B, i. e. when every element of A is an element of B. When we have both \( A \subseteq B \) and \( B \subseteq A \), i. e. when the sets A and B consist of the same elements, we write \( A = B \). Again, \( a \in A \) means that a is an element of the set A (belongs to A). By the empty set, we mean the set without any element; we denote it by 0. A set A is enumerable if there exists an infinite sequence of distinct elements \( a_1, a_2, ..., a_n, ... \) consisting of all the elements of the set A.
Given a class $\mathcal{A}$ of sets, we call sum of the sets belonging to this class, the set of all the objects each of which is an element of at least one set belonging to the class $\mathcal{A}$. We call product, or common part, of the sets belonging to the class $\mathcal{A}$, the set of all the objects that belong at the same time to all the sets of this class. We call difference of two sets $A$ and $B$, and we denote by $A - B$, the set of all the objects that belong to $A$ without belonging to $B$.

Given a sequence of sets $\{A_n\}$ — a finite sequence $A_1, A_2, ..., A_n$, or an infinite sequence $A_1, A_2, ..., A_n, ...$ — we denote the sum by $\sum A_n$, by $\sum_{i=1}^{n} A_i$, or by $A_1 + A_2 + ... + A_n$, in the finite case, and by $\sum A_n$, by $\sum_{i=1}^{\infty} A_i$, or by $A_1 + A_2 + ... + A_n + ...$ in the infinite case. Similarly, merely replacing the sign $\sum$ by $\prod$, we have the expression for the product of a sequence of sets. If the sequence $\{A_n\}$ is infinite, we call upper limit of this sequence, the set of all the elements $a$ such that $a \in A_n$ holds for an infinity of values of the index $n$. The set of all the elements $a$ belonging to all the sets $A_n$ from some $n$ (in general depending on $a$) onwards, we call lower limit of the sequence $\{A_n\}$. The upper and lower limits of the sequence $\{A_n\}_{n=1,2,...}$, we denote by $\limsup A_n$ and $\liminf A_n$ respectively. We have

$$\liminf_{n} A_n = \bigcap_{k=1}^{\infty} \bigcap_{n=k}^{\infty} A_n = \limsup_{n} A_n.$$  \hspace{1cm} (2.1)

If $\limsup A_n = \liminf A_n$, the sequence $\{A_n\}$ is said to be convergent; its upper and lower limits are then called simply limit and denoted by $\lim A_n$.

If, for a sequence $\{A_n\}$ of sets, we have $A_n \subseteq A_{n+1}$, for each $n$, the sequence $\{A_n\}$ is said to be ascending, or non-decreasing; if, for each $n$, we have $A_{n+1} \subseteq A_n$, the sequence $\{A_n\}$ is said to be descending or non-increasing. Ascending and descending sequences are called monotone. We see directly that every monotone sequence is convergent, and that we have $\lim A_n = \sum A_n$, for every ascending sequence $\{A_n\}$, and $\lim A_n = \Pi A_n$, for every descending sequence $\{A_n\}$.

Finally, given a class $\mathcal{C}$ of sets, we shall often call the sets belonging to $\mathcal{C}$, for short, sets $(\mathcal{C})$. The class of the sets which are the sums of sequences of sets $(\mathcal{C})$ will be denoted by $\mathcal{C}_\Sigma$. The class of the sets which are the products of such sequences will be denoted by $\mathcal{C}_\Pi$ (see F. Hausdorff [II, p. 83]).
§ 3. Abstract space $X$. In the rest of this chapter, a set $X$ will be fixed and called space. The elements of $X$ will be called points. If $A$ is any set contained in $X$ the set $X - A$ will be called complement of $A$ with respect to $X$; the expression “with respect to $X$” will, however, generally be omitted, since sets outside the space $X$ will not be considered. The complement of a set $A$ will be denoted by $C A$. We evidently have, for every pair of sets $A$ and $B$,

$$(3.1) \quad A - B = A \cdot CB,$$

and for every sequence $\{X_n\}$ of sets

$$
\Pi X_n = C \Sigma C x_n, \quad \Sigma X_n = C \Pi C x_n,
$$

$$(3.2) \quad \lim \sup X_n = C \lim \inf C x_n, \quad \lim \inf X_n = C \lim \sup C x_n.
$$

In the space $X$ we shall consider functions of a set, and functions of a point. The values of these functions will always be real numbers, finite or infinite. A function will be called finite, when it assumes only finite values.

To avoid misunderstanding, let us agree that when infinite functions are subjected to the elementary operations of addition, subtraction etc., we make the following conventions: $a + (\pm \infty) = (\pm \infty) + a = \pm \infty$ for $a \neq \mp \infty; (\pm \infty) + (-\infty) = (-\infty) + (\pm \infty) = (\pm \infty) - (\pm \infty) = 0$; $a \cdot (\pm \infty) = (\pm \infty) \cdot a = \pm \infty$ and $a \cdot (\pm \infty) = (\pm \infty) \cdot a = \mp \infty$, according as $a > 0$ or $a < 0$; $0 \cdot (\pm \infty) = (\pm \infty) \cdot 0 = 0; a/(\pm \infty) = 0; a/0 = \pm \infty$.

We call characteristic function $c_{K}(x)$ of a set $E$, the function (of a point) equal to 1 at all points of the set, and to 0 everywhere else. The following theorem is obvious:

$$(3.3) \quad \text{If } E = \Sigma E_n, \text{and } E_i \cdot E_k = 0 \quad \text{whenever } i \neq k, \quad \text{then } c_{K}(x) = \Sigma c_{K_n}(x).$$

If $\{E_n\}$ is a monotone sequence of sets, the sequence of their characteristic functions is also monotone, non-decreasing or non-increasing according as the sequence $\{E_n\}$ is ascending or descending.

If $\{E_n\}$ is any sequence of sets, $A$ and $B$ denoting its upper and lower limits respectively, we have

$$c_A(x) = \lim \sup C x_n, \quad \text{and} \quad c_B(x) = \lim \inf C x_n;$$

so that, in order that a sequence of sets $\{E_n\}$ converge to a set $E$, it is necessary and sufficient that the sequence of their characteristic functions $\{c_{K_n}(x)\}$ converge to the function $\{c_{K}(x)\}$.
A function assuming only a finite number of different values on a set $E$ is called a simple function on $E$. If $v_1, v_2, \ldots, v_n$ are all the distinct values of a simple function $f(x)$ on a set $E$, the function $f(x)$ may be written in the form

$$f(x) = \sum_{k=1}^{n} c_k(x)$$

where $E = E_1 + E_2 + \ldots + E_n$ and $E_i \cdot E_j = 0$ for $i \neq j$.

The function $f$ given by this formula over the set $E$ will be denoted by $(v_1, E_1; v_2, E_2; \ldots; v_n, E_n)$.

The notion of characteristic function is due to Ch. J. de la Vallée Poussin [1] and [1, p. 7].

§ 4. Additive classes of sets. A class $\mathcal{X}$ of sets in the space $X$ will be called additive if (i) the empty set belongs to $\mathcal{X}$, (ii) when a set $X$ belongs to $\mathcal{X}$ so does its complement $CX$, and (iii) the sum of a sequence $\{X_n\}$ of sets selected from the class $\mathcal{X}$, belongs also to the class $\mathcal{X}$.

The classes of sets, additive according to this definition, are sometimes termed completely additive. We get the definition of a class of sets additive in the weak sense if we replace the condition (iii) of the preceding definition by the following: (iii-bis) the sum of two sets belonging to $\mathcal{X}$ also belongs to $\mathcal{X}$.

The sets of an additive class $\mathcal{X}$ will be called sets measurable ($\mathcal{X}$), or, in accordance with the definition given in § 2 (p. 5), simply sets ($\mathcal{X}$). We see at once that, on account of the conditions (i) and (ii), the space $X$, as complement of the empty set, belongs to every additive class of sets. Making use of the relations (2.1), (3.1), and (3.2), we obtain immediately the following:

(4.1) Theorem. If $\mathcal{X}$ is an additive class of sets, the sum, the product, and the two limits, upper and lower, of every sequence of sets measurable ($\mathcal{X}$), and the difference of two sets measurable ($\mathcal{X}$), are also measurable ($\mathcal{X}$).

In later chapters we shall consider certain additive classes of sets that present themselves naturally to us, in connection with the theory of measure, in metrical or in Euclidean spaces. In the abstract space $X$, about which we have made practically no hypothesis, we can only mention a few trivial examples of additive classes of sets, such as the class of all sets in $X$, or the class of all finite or enumerable sets and their complements. Let us still mention one further general theorem:
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(4.2) Theorem. Given any class \( \mathcal{M} \) of sets in \( X \), there exists always a smallest additive class of sets containing \( \mathcal{M} \), i.e., an additive class \( \mathcal{R}_0 \supseteq \mathcal{M} \) contained in every other additive class that contains \( \mathcal{M} \).

For let \( \mathcal{R}_0 \) be the product of all the additive classes that contain \( \mathcal{M} \). Such classes evidently exist, one such class being the class of all sets in \( X \). We see at once that the class \( \mathcal{R}_0 \) thus defined has the required properties.

§ 5. Additive functions of a set. In the rest of this chapter we suppose that a definite additive class \( \mathcal{A} \) of sets is fixed in the space \( X \). In accordance with this hypothesis, we may often omit the symbol \( \mathcal{A} \) in our statements, without causing any ambiguity.

A function of a set, \( \Phi(X) \), will be called additive function of a set \( \mathcal{A} \) on a set \( E \), if (i) \( E \) is a set \( \mathcal{A} \), (ii) the function \( \Phi(X) \) is defined and finite for each set \( X \subseteq E \) measurable \( \mathcal{A} \), and if (iii) \( \Phi(\Sigma X_n) = \Sigma \Phi(X_n) \) for every sequence \( \{X_n\} \) of sets \( \mathcal{A} \) contained in \( E \) and such that \( X_i \cdot X_k = 0 \) whenever \( i \neq k \). For simplicity, we shall speak of an "additive function" instead of an "additive function of a set \( \mathcal{A} \)" whenever there is no mistaking the meaning. An additive function of a set \( \mathcal{A} \) will be called monotone on \( E \) if its values for the subsets \( \mathcal{A} \) of \( E \) are of constant sign. A non-negative function \( \Phi(\mathcal{A}) \) additive and monotone, will also be termed non-decreasing, on account of the fact that, for each pair of sets \( A \) and \( B \) measurable \( \mathcal{A} \), the inequality \( A \subseteq B \) implies \( \Phi(B) = \Phi(A) + \Phi(B - A) \geq \Phi(A) \). For the same reason, non-positive monotone functions will be termed non-increasing.

(5.1) Theorem. If \( \Phi(x) \) is an additive function on a set \( E \), then

(5.2) \[
\Phi(\lim_{n \to \infty} X_n) = \lim_{n \to \infty} \Phi(X_n)
\]

for every monotone sequence \( \{X_n\} \) of sets \( \mathcal{A} \) contained in \( E \). If \( \Phi(X) \) is a non-negative monotone function, then

(5.3) \[
\Phi(\liminf_{n \to \infty} X_n) \leq \liminf_{n \to \infty} \Phi(X_n) \quad \text{and} \quad \Phi(\limsup_{n \to \infty} X_n) \geq \limsup_{n \to \infty} \Phi(X_n)
\]

for every sequence \( \{X_n\} \) of sets \( \mathcal{A} \) in \( E \).
Additive functions of a set.

Proof. Let \( \{X_n\}_{n=1,2,...} \) be a sequence of sets \((\mathcal{X})\) contained in \(E\).

If \( \{X_n\} \) is an ascending monotone sequence, then

\[
\lim_{n} X_n = \sum_{n=1}^{\infty} X_n = X_1 + \sum_{n=1}^{\infty} (X_{n+1} - X_n),
\]

and consequently, \( \Phi(X) \) being an additive function on \(E\),

\[
\Phi(\lim_{n} X_n) = \Phi(\lim_{n} X_{n+1}) = \Phi(\lim_{n} X_1) + \sum_{n=1}^{\infty} \Phi(X_{n+1} - X_n) = \\
= \lim_{n} [\Phi(\lim_{n} X_1) + \sum_{k=1}^{n-1} \Phi(X_{k+1} - X_k)] = \lim_{n} \Phi(X_n).
\]

If \( \{X_n\} \) is a descending sequence, the sequence \(\{E-X_n\}\) is ascending, and, by the result already proved,

\[
\Phi(E) - \Phi(\lim_{n} X_n) = \Phi(\lim_{n} (E-X_n)) = \lim_{n} \Phi(E-X_n) = \Phi(E) - \lim_{n} \Phi(X_n),
\]

from which (5.2) follows at once.

Finally, if \( \{X_n\} \) is any sequence, but \( \Phi(X) \) is a non-negative monotone function, we put

\[
(5.4) \quad Y_n = \bigcup_{k=n}^{\infty} X_k \quad \text{for} \quad n = 1, 2, ...
\]

The sets \(Y_n\) are measurable \((\mathcal{X})\) on account of (4.1), and form an ascending sequence. We therefore have, by the part of our theorem proved already,

\[
(5.5) \quad \Phi(\lim_{n} Y_n) = \lim_{n} \Phi(Y_n).
\]

Now, it follows from (5.4) that \(Y_n \subset X_n\), and so, \(\Phi(Y_n) \leq \Phi(X_n)\), for each \(n\). On the other hand, \(\liminf_{n} X_n = \lim_{n} Y_n\), and therefore the first of the relations (5.3) is an immediate consequence of (5.5). We establish similarly (or, if preferred, by changing \(X_n\) to \(E-X_n\)) the second of these relations, and this completes the proof of the theorem.

Every function of a set \(\Phi(X)\), additive on a set \(E\), can easily be extended to the whole space \(X\). In fact, if we write, for instance, \(\Phi_1(X) = \Phi(X \cdot E)\) for every set \(X\) measurable \((\mathcal{X})\), we see at once that \(\Phi_1(X)\) is a function additive on the whole space \(X\), that coincides with \(\Phi(X)\) for measurable subsets of \(E\) and vanishes for measurable sets containing no points of \(E\). We shall call the function \(\Phi_1(X)\), thus defined, the extension of \(\Phi(X)\) from the set \(E\) to the space \(X\).
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§ 6. The variations of an additive function. The upper and lower bounds of the values that a function of a set \( \Phi(X) \), additive on a set \( E \) assumes for the measurable subsets of this set \( E \), will be called upper variation and lower variation of the function \( \Phi \) over \( E \), and denoted by \( \overline{W}(\Phi; E) \) and \( \underline{W}(\Phi; E) \) respectively. Since every additive function vanishes for the empty set, we evidently have \( \underline{W}(\Phi; E) = -\infty \). The number \( \overline{W}(\Phi; E) + |\underline{W}(\Phi; E)| \) will be called absolute variation of the function \( \Phi \) on \( E \) and denoted by \( W(\Phi; E) \).

(6.1) Theorem. If \( \Phi(X) \) is an additive function on a set \( E \), its variations over \( E \) are always finite.

Proof. Suppose that \( W(\Phi; E) = +\infty \). We shall show firstly that there then exists a sequence \( \{E_n\}_{n=1}^\infty \) of sets \( (X) \) such that

\[
E_n \subseteq E_{n-1} \quad \text{for } n > 1; \quad W(\Phi; E_n) = \infty; \quad |\Phi(E_n)| \geq n - 1.
\]

For let us choose \( E_1 = E \) and suppose the sets \( E_n \) for \( n = 1, 2, \ldots, k \) defined so as to satisfy the conditions (6.2). By the second of these conditions with \( n = k \), there exists a measurable set \( A \subseteq E_k \) such that

\[
|\Phi(A)| \geq |\Phi(E_k)| + k.
\]

If \( W(\Phi; A) = \infty \), we have only to choose \( E_{k+1} = A \) in order to satisfy the conditions (6.2) for \( n = k + 1 \). If, on the other hand, \( W(\Phi; A) \) is finite, we must have \( W(\Phi; E_k + A) = +\infty \), and, by (6.3),

\[
\Phi(E_k - A) \geq |\Phi(A)| - |\Phi(E_k)| \geq k,
\]

so that the conditions (6.2) will be satisfied for \( n = k + 1 \), if we choose \( E_{k+1} = E_k - A \). The sequence \( \{E_n\} \) is thus obtained by induction.

Now, on account of Theorem 5.1 and of the third of the conditions (6.2), we should have the equality \( \Phi(\lim E_n) = \lim \Phi(E_n) = \infty \), and since every additive function of a set is, by definition, finite, this is evidently impossible. Q. E. D.

It follows from the theorem just proved that every function \( \Phi(X) \) additive on a set \( E \) is not only finite for the subsets \( (X) \) of \( E \), but also bounded; in fact, the values it assumes are bounded in modulus by the finite number \( W(\Phi; E) \).
Theorem 6.1 can be further completed as follows:

(6.4) **Theorem.** For every function $F(X)$ additive on a set $E$, the variations $\overline{W}(\Phi; X)$, $\underline{W}(\Phi; X)$ and $W(\Phi; X)$ are also additive functions of a set $(X)$ on $E$, and we have, for every measurable set $X \subseteq E$

$$\Phi(X) = \overline{W}(\Phi; X) + \underline{W}(\Phi; X).$$

**Proof.** To fix the ideas, consider the function $\Omega_1(X) = \overline{W}(\Phi; X)$. Since this function is finite by Theorem 6.1, we have to show that for every sequence $\{X_n\}$ of measurable sets contained in $E$, and such that $X_i \cdot X_k = 0$ whenever $i \neq k$,

(6.6) $$\Omega_1(\sum X_n) = \sum \Omega_1(X_n).$$

For this purpose, let us observe that for every measurable set $X \subseteq \sum X_n$

we have $\Phi(X) = \sum \Phi(X \cdot X_n) \leq \sum \Omega_1(X_n)$, and hence

(6.7) $$\Omega_1(\sum X_n) \leq \sum \Omega_1(X_n).$$

On the other hand, denoting generally by $Y_n$ any measurable set variable in $X_n$, we have $\Omega_1(\sum X_n) \geq \Phi(\sum Y_n) = \sum \Phi(Y_n)$, and therefore also $\Omega_1(\sum X_n) \geq \sum \Omega_1(X_n)$. Combining this with (6.7) we get the equality (6.6).

Finally, to establish (6.5), we observe that for every measurable subset $Y$ of $X$ we have $\Phi(Y) = \Phi(X) - \Phi(X - Y) \leq \Phi(X) - \overline{W}(\Phi; X)$, and so $\overline{W}(\Phi; X) \leq \Phi(X) - \overline{W}(\Phi; X)$. Similarly $\underline{W}(\Phi; X) \geq \Phi(X) - \overline{W}(\Phi; X)$. These two inequalities give together the equality (6.5), and the proof of Theorem 6.4 is complete.

It follows from this theorem that every function of a set $\Phi(X)$ additive on a set $E$ is, on $E$, the difference of two non-negative additive functions. The formula (6.5) expresses, in fact, $\Phi(X)$ as the sum of two variations of $\Phi(X)$, of which the one is non-negative and the other non-positive; this particular decomposition of an additive function of a set will be termed the Jordan decomposition.
We can now complete Theorem 5.1 as follows:

(6.8) **Theorem.** If \( \Phi(X) \) is additive on a set \( E \), we have
\[
\Phi(\lim X_n) = \lim \Phi(X_n)
\]
for every convergent sequence \( \{X_n\} \) of sets \( X \) contained in \( E \).

In fact, making use of the Jordan decomposition, we may restrict ourselves to non-negative functions \( \Phi(X) \), and for these Theorem 6.8 follows at once from the second part of Theorem 5.1.

**§ 7. Measurable functions.** Given an arbitrary condition, or property, \((V)\) of a point \( x \), let us denote generally by \( E[(V)] \) the set of all the points \( x \) of the space considered that fulfill this condition, or have this property. Thus, for instance, if \( f(x) \) denotes a function of a point defined on a set \( E \) and \( a \) is a real number, the symbol

(7.1) \[ E[x \in E; f(x) > a] \]

denotes the set of the points \( x \) of \( E \) at which \( f(x) > a \).

A function of a point, \( f(x) \), defined on a set \( E \), will be termed **measurable** \( (X) \), or simply **function** \( (X) \), if the set \( E \), and the set (7.1) for each finite \( a \), are measurable \( (X) \). It is easy to see that

(7.2) **In order that a function** \( f(x) \) **be measurable on a measurable set** \( E \), **it suffices that the set** (7.1) **should be so for all values of** \( a \) **belonging to an arbitrary everywhere dense set** \( R \) **of real numbers (the same holds with the set** (7.1) **replaced by the set** \( E[x \in E; f(x) \geq a] \).

In fact, for every real \( a \), the set \( R \) contains a decreasing sequence of numbers \( \{r_n\} \) converging to \( a \). We therefore have
\[
E[x \in E; f(x) > a] = \sum_{n=1}^{\infty} E[x \in E; f(x) > r_n]
\]
and, each term of the sum on the right being measurable by hypothesis, the same holds for the sum itself (cf. Theorem 4.1).

Every function \( f(x) \) measurable on a set \( E \), can be continued in various ways, so as to become a measurable function on the whole space \( X \). For definiteness, we shall understand by the **extension** of the function \( f(x) \) from the set \( E \) to the space \( X \), the function \( f_0(x) \) equal to \( f(x) \) on \( E \) and to 0 everywhere else. For brevity, we shall often deal only with functions measurable on the whole
space \( X \), but it is easy to see that all the theorems and the reasonings of this and of the succeeding, § could be taken relative to an arbitrary set \((\mathcal{X})\).

The equations

\[
\begin{align*}
\mathbb{E}[f(x) \leq a] &= \mathbb{C} \mathbb{E}[f(x) > a], \\
\mathbb{E}[f(x) < a] &= \mathbb{C} \mathbb{E}[f(x) \geq a], \\
\mathbb{E}[f(x) = +\infty] &= \sum_{n=1}^{\infty} \mathbb{E}[f(x) < n], \\
\mathbb{E}[f(x) = -\infty] &= \sum_{n=1}^{\infty} \mathbb{E}[f(x) > -n], \\
\mathbb{E}[f(x) = +\infty] &= \mathbb{C} \mathbb{E}[f(x) < +\infty], \\
\mathbb{E}[f(x) = -\infty] &= \mathbb{C} \mathbb{E}[f(x) > -\infty]
\end{align*}
\]

show that for every measurable function \( f(x) \) and for every number \( a \), the left hand sides are measurable sets. Conversely, in the definition of measurable function, we may replace the set \((7.1)\) by any one of the sets \( \mathbb{E}[f(x) \geq a], \mathbb{E}[f(x) \leq a] \) or \( \mathbb{E}[f(x) < a] \); this follows at once from the identity

\[
\begin{align*}
\mathbb{E}[f(x) > a] &= \sum_{n=1}^{\infty} \mathbb{E}[f(x) > a - \frac{1}{n}] = \mathbb{C} \mathbb{E}[f(x) \leq a], \\
\mathbb{E}[f(x) > a] &= \sum_{n=1}^{\infty} \mathbb{E}[f(x) < a + \frac{1}{n}].
\end{align*}
\]

To any function \( f(x) \) on a set \( E \), we attach two functions \( f(x) \) and \( \hat{f}(x) \) on \( E \), called, respectively, the non-negative part and the non-positive part of \( f(x) \) and defined as follows:

\[
\begin{align*}
\hat{f}(x) &= f(x) \text{ or } 0 \text{ according as } f(x) \geq 0 \text{ or } f(x) < 0, \\
\hat{f}(x) &= f(x) \text{ or } 0 \text{ according as } f(x) < 0 \text{ or } f(x) \geq 0.
\end{align*}
\]

We see at once, that in order that a function be measurable on a set \( E \), it is necessary and sufficient that its two parts, the non-negative and the non-positive, be measurable.

Returning now to the notions of characteristic function, and simple function introduced in § 3, we have the theorem:

(7.3) **Theorem.** In order that a set \( E \) be measurable \((\mathcal{X})\), it is necessary and sufficient that its characteristic function be measurable. More generally, in order that, on a set \( E \), a simple function \( f(x) \) be measurable \((\mathcal{X})\), it is necessary and sufficient that, for each value of \( f(x) \), the points at which this value is assumed on \( E \), should constitute a measurable subset of \( E \).

Another theorem, of great utility in applications, is the following:
(7.4) Theorem. Every function \( f(x) \) that is measurable \( (\mathcal{X}) \) and non-negative on a set \( E \), is the limit of a non-decreasing sequence of simple functions, finite, measurable and non-negative on \( E \).

In fact, if we write for each positive integer \( n \) and for \( x \in E \),

\[
f_n(x) = \begin{cases} 
  \frac{i-1}{2^n}, & \text{if } \frac{i-1}{2^n} \leq f(x) < \frac{i}{2^n}, \quad 1 \leq i \leq 2^n \cdot n, \\
  n, & \text{if } f(x) \geq n,
\end{cases}
\]

the functions \( f_n(x) \) thus defined are evidently simple and non-negative, and, on account of Theorem 7.3, measurable on \( E \). Further, as is easily seen, the sequence \( \{f_n(x)\} \) is non-decreasing. Finally \( \lim_{n \to \infty} f_n(x) = f(x) \) for every \( x \in E \); for, if \( f(x) < +\infty \), we have, as soon as \( n \) exceeds the value of \( f(x) \), the inequalities \( 0 \leq f(x) - f_n(x) \leq 1/2^n \), while, if \( f(x) = +\infty \), we have \( f_n(x) = n \) for \( n = 1, 2, ... \), and so \( \lim_{n \to \infty} f_n(x) = +\infty = f(x) \).

§ 8. Elementary operations on measurable functions.
We shall now show that elementary operations effected on measurable functions always lead to measurable functions.

(8.1) Theorem. Given two measurable functions \( f(x) \) and \( g(x) \), the sets

\[
\mathbb{E} [f(x) > g(x)], \quad \mathbb{E} [f(x) \geq g(x)] \quad \text{and} \quad \mathbb{E} [f(x) = g(x)],
\]

are measurable.

The proof follows at once from the identities

\[
\mathbb{E} [f(x) > g(x)] = \sum_{n=-\infty}^{+\infty} \mathbb{E} \left[ f(x) \mathbb{1}_{\left\{ \frac{n}{m} \leq g(x) \right\}} \right] 
\]

\[
\mathbb{E} [f \geq g] = \mathbb{E} [g > f] \quad \text{and} \quad \mathbb{E} [f = g] = \mathbb{E} [f \geq g] \cdot \mathbb{E} [g \geq f].
\]

(8.2) Theorem. If the function \( f(x) \) is measurable, \( |f(x)|^\alpha \) is also a measurable function.

For \( \alpha > 0 \), the proof is a consequence of the identity

\[
\mathbb{E} [\left| f(x) \right|^\alpha > a] = \mathbb{E} [f(x) > a^\frac{1}{\alpha}] + \mathbb{E} [f(x) < -a^\frac{1}{\alpha}],
\]

which is valid for every \( a \geq 0 \), while for \( a < 0 \) its left hand side coincides with the whole space and therefore constitutes a measurable set. For \( \alpha < 0 \), the proof is similar.
Theorem. Every linear combination of measurable functions with constant coefficients represents a measurable function.

The identities

\[
\begin{align*}
\mathbb{E} \left[ a \cdot f(x) + \beta > a \right] &= \mathbb{E} \left[ f(x) > \frac{a - \beta}{a} \right] \quad \text{for } a > 0, \\
\mathbb{E} \left[ a \cdot f(x) + \beta > a \right] &= \mathbb{E} \left[ f(x) < \frac{a - \beta}{a} \right] \quad \text{for } a < 0,
\end{align*}
\]

valid for every function \( f(x) \) and for all numbers \( a, a \neq 0, \) and \( \beta, \) show, in the first place, that \( \alpha \cdot f(x) + \beta \) is a measurable function, if \( f(x) \) is measurable. It follows further, from Theorem 8.1 and from the identities:

\[
\begin{align*}
\mathbb{E} \left[ \alpha \cdot f + \beta \cdot g > a \right] &= \mathbb{E} \left[ f > -\frac{\beta}{\alpha} g + \frac{a}{\alpha} \right] \quad \text{for } a > 0, \\
\mathbb{E} \left[ \alpha \cdot f + \beta \cdot g > a \right] &= \mathbb{E} \left[ f < -\frac{\beta}{\alpha} g + \frac{a}{\alpha} \right] \quad \text{for } a < 0,
\end{align*}
\]

that if \( f(x) \) and \( g(x) \) are measurable functions, so is \( \alpha \cdot f(x) + \beta \cdot g(x). \)

Theorem. The product of two measurable functions \( f(x) \) and \( g(x) \) is a measurable function.

Measurability of the product \( f \cdot g \) is derived by applying Theorems 8.2 and 8.3 to the identity \( fg = \frac{1}{4} [(f + g)^2 - (f - g)^2], \) the completion of the proof, by taking into account possible infinities of \( f \) and \( g, \) being trivial.

Theorem. Given a sequence of measurable functions \( \left\{ f_n(x) \right\}, \) the functions

upper bound \( f_n(x), \) lower bound \( f_n(x), \) \( \limsup f_n(x) \) and \( \liminf f_n(x) \)

are also measurable.

The measurability of \( h(x) = \text{upper bound } f_n(x) \) follows from the identity \( \mathbb{E}[h(x) > a] = \sum \mathbb{E}[f_n(x) > a]. \) For the lower bound, the corresponding proof is derived by change of sign.

Hence, the functions \( h_n(x) = \text{upper bound } [f_{n+1}(x), f_{n+2}(x), ...] \) are measurable, and the same is therefore true of the function \( \limsup f_n(x) = \lim h_n(x) = \text{lower bound } h_n(x). \) By changing the sign of \( f_n(x), \) we prove the same for \( \liminf. \)
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§ 9. Measure. A function of a set \( \mu(X) \) will be called a measure \((\mathcal{A})\), if it is defined and non-negative for every set \((\mathcal{A})\), and if

\[
\mu(\sum X_n) = \sum \mu(X_n)
\]

for every sequence \(\{X_n\}\) of sets \((\mathcal{A})\) no two of which have points in common. The number \(\mu(X)\) is then termed, for every set \(X\) measurable \((\mathcal{A})\), the measure \((\mu)\) of \(X\). If every point of a set \(E\), except at most the points belonging to a subset of \(E\) of measure \((\mu)\) zero, possesses a certain property \(V\), we shall say that the condition \(V\) is satisfied almost everywhere \((\mu)\) in \(E\), or, that almost every \((\mu)\) point of \(E\) has the property \(V\). We shall suppose, in the sequel of this Chapter, that, just as the class \(\mathcal{A}\) was chosen once for all, a measure \(n\) corresponding to this class is also kept fixed. Accordingly, we shall often omit the symbol \((\mathcal{A})\) in the expressions "measure \((\mu)\)", "almost everywhere \((\mu)\)", etc. Clearly \(\mu(T) = \mu(Y)\) for any pair of sets \(X\) and \(Y\) measurable \((\mathcal{A})\) such that \(X \subseteq Y\), and \(\mu(\sum X_n) \leq \sum \mu(X_n)\) for every sequence of measurable sets \(\{X_n\}\).

A measure may also assume infinite values, and is therefore not in general an additive function according to the definition of § 5.

The results established in this chapter concerning perfectly arbitrary measures will be interpreted in the sequel for more special theories of measure, (for instance, those of Lebesgue and Carathéodory). For the present, we shall be content mentioning a few examples.

Let us take for \(\mathcal{A}\), the class of all sets in a space \(X\). We obtain a trivial example of measure \((\mathcal{A})\) by writing \(\mu(X) = 0\) identically, (or else \(\mu(X) \equiv +\infty\)) for every set \(X \subseteq X\). Another example consists in choosing an element \(a\) in \(X\) and writing \(\mu(X) = 1\) or \(\mu(X) = 0\), according as \(a \in X\) or not. In the case of an enumerable space \(X\), consisting of elements \(a_1, a_2, \ldots, \ a_n, \ldots\), the general form of a measure \(\mu(X)\) defined for all subsets \(X\) of \(X\) is \(\mu(X) = \sum k_n f_n(X)\) where \(\{k_n\}\) is a sequence of non-negative real numbers and \(f_n(X)\) is equal to 1 or 0 according as \(a_n \in X\) or not. It follows that every measure defined for all subsets of an enumerable space, and vanishing for the sets that consist of a single point, vanishes identically. The similar problem for spaces of higher potencies is much more difficult (see S. Ulam [1]). For a space of the potency of the continuum see also S. Banach and C. Kuratowski [1], E. Szpilrajn [1], W. Sierpiński [1, p. 60], W. Sierpiński and E. Szpilrajn [1].

We shall now prove the following theorem analogous to Theorem 5.1:

(9.1) **Theorem.** If \(\{X_n\}\) is a monotone ascending sequence of measurable sets, then \(\lim_{n} \mu(X_n) = \mu(\lim X_n)\). The same holds for monotone descending sequences provided, however, that \(\mu(X_1) = \pm \infty\).
More generally, for every sequence \( \{X_n\} \) of measurable sets,
\[
(9.2) \quad \mu(\liminf X_n) \leq \liminf \mu(X_n)
\]
and, if further \( \mu(\sum X_n) = +\infty \),
\[
(9.3) \quad \mu(\limsup X_n) \geq \limsup \mu(X_n),
\]
so that, in particular, if the sequence \( \{X_n\} \) converges and its sum has finite measure, \( \lim \mu(X_n) = \mu(\lim X_n) \).

Proof. For an ascending sequence \( \{X_n\}_{n=1}^\infty \) the equation \( \lim \mu(X_n) = \mu(\lim X_n) \) follows at once from the relation
\[
\lim X_n = \sum_{n=1}^\infty X_n = X_1 + \sum_{n=1}^\infty (X_{n+1} - X_n),
\]
and if the sequence \( \{X_n\} \) is descending and \( \mu(X_1) = +\infty \), then the measure \( \mu(X) \) is an additive function on the set \( X_1 \) and consequently the required result follows from Theorem 5.1.

In exactly the same way, if for an arbitrary sequence \( \{X_n\} \) of measurable sets, \( \sum X_n \) is of finite measure, the measure \( \mu(X) \) is an additive function on this set, and the two inequalities (9.2) and (9.3) follow from Theorem 5.1. To establish the first of these inequalities without assuming that the sum of the sets \( X_n \) has finite measure, we write as in the proof of Theorem 5.1
\[
Y_n = \bigcap_{k=n}^\infty X_k.
\]
Since the sequence is ascending, and \( Y_n \subseteq X_n \) for every \( n \), we have \( \mu(\liminf X_n) = \mu(\lim Y_n) = \lim \mu(Y_n) \leq \liminf \mu(X_n) \).

We conclude this § with an important theorem due to D. Egoroff, concerning sequences of measurable functions (cf. D. Egoroff [1], and also W. Sierpiński [3], F. Riesz [2; 3], H. Hahn [I, pp. 556—8]). We shall first prove the following lemma:

(9.4) Lemma. If \( E \) is a measurable set of finite measure \( (\mu) \) and if \( \{f_n(x)\} \) is a sequence of finite measurable functions on \( E \), converging on this set to a finite measurable function \( f(x) \), there exists, for each pair of positive numbers \( \epsilon, \eta \), a positive integer \( N \) and a measurable subset \( H \) of \( E \) such that \( \mu(H) < \eta \) and
\[
(9.5) \quad |f_n(x) - f(x)| < \epsilon
\]
for every \( n > N \) and every \( x \in E - H \).
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Proof. Let us denote generally by $E_m$ the subset of $E$ consisting of the points $x$ for which (9.5) holds whenever $n > m$. Thus defined, the sets $E_m$ are measurable and form a monotone ascending sequence, since for each integer $m$, we have

$$E_m = \bigcap_{n=m+1}^{\infty} E[x \in E; |f(x) - f_n(x)| < \varepsilon].$$

Further, since $\{f_n(x)\}$ converges to $f(x)$ on the whole of $E$, we have $E = \sum_{m} E_m$, and so, by Theorem 9.1, $\mu(E) = \lim_{m} \mu(E_m)$, i.e. $\lim_{m} \mu(E - E_m) = 0$, and therefore, from a sufficiently large $m_0$ onwards, $\mu(E - E_m) < \eta$. We have now only to choose $N = m_0$ and $H = E - E_m$, and the lemma is proved.

(9.6) **Egoroff's Theorem.** If $E$ is a measurable set of finite measure ($\mu$) and if $\{f_n(x)\}$ is a sequence of measurable functions finite almost everywhere on $E$, that converges almost everywhere on this set to a finite measurable function $f(x)$, then there exists, for each $\varepsilon > 0$, a subset $Q$ of $E$ such that $\mu(E - Q) < \varepsilon$ and such that the convergence of $\{f_n(x)\}$ to $f(x)$ is uniform on $Q$.

Proof. By removing from $E$, if necessary, a set of measure ($\mu$) zero, we may suppose that on $E$, the functions $f_n(x)$ are everywhere finite, and converge everywhere to $f(x)$. By the preceding lemma, we can associate with each integer $m > 0$ a set $H_m \subset E$ such that $\mu(H_m) < \varepsilon / 2^m$ and an index $N_m$ such that

$$|f_n(x) - f(x)| < 1 / 2^m \quad \text{for} \quad n > N_m \quad \text{and for} \quad x \in E - H_m.$$

Let us write $Q = E - \sum_{m=1}^{\infty} H_m$. We find

$$\mu(E - Q) \leq \sum_{m=1}^{\infty} \mu(H_m) \leq \sum_{m=1}^{\infty} \varepsilon / 2^m = \varepsilon,$$

and since the sequence $f_n(x)$ converges uniformly to $f(x)$ on the set $Q$ on account of (9.7), the theorem is proved.
The theorem of Egoroff can be given another form (cf. N. Lusin [I, p. 20]), and, at the same time, the hypothesis concerning finite measure of $E$ can be slightly relaxed.

(9.8) If $E$ is the sum of a sequence of measurable sets of finite measure $(\mu)$ and if $\{f_n(x)\}$ is a sequence of measurable functions finite almost everywhere on this set, converging almost everywhere on $E$ to a finite function, then the set $E$ can be expressed as the sum of a sequence of measurable sets $H$, $E_1$, $E_2$, ..., such that $\mu(H) = 0$ and that the sequence $\{f_n(x)\}$ converges uniformly on each of the sets $E_n$.

For the proof, it suffices to take the case in which the set $E$ is itself of finite measure. With this hypothesis, we can, on account of Theorem 9.6, define by induction a sequence $\{E_k\}_{k=1,2,...}$ of measurable sets such that $\mu(E - \sum_{k=1}^{n} E_k) \leq 1/n$, and that the sequence $\{f_n(x)\}$ converges uniformly on the set $E_k$ for each $k$. Choosing $H = E - \sum_{k=1}^{\infty} E_k$, we have $\mu(H) = 0$, and the theorem is proved.

As we may observe, the hypothesis that the set $E$ is the sum of a sequence of sets of finite measure, is essential for the validity of Theorem 9.8. For this purpose, let us take as a space $X_0$ the interval $[0, 1]$, and as an additive class $\mathcal{X}_0$ of sets, that of all subsets of $X_0$. Further, let us define a measure $\mu_0$ by writing $\mu_0(X) = \infty$ whenever the set $X \in \mathcal{X}_0$ is infinite and $\mu_0(X) = n$, if $X$ is a finite set and $n$ denotes the number of its elements. The sets of measure $\mu_0$ zero then coincide with the empty set. Finally, let $\{g_n(x)\}$ be an arbitrary sequence of functions, continuous on the interval $[0, 1]$, converging everywhere on this interval, but not uniformly on any subinterval of $[0, 1]$.

To justify our remark concerning Theorem 9.8, it suffices to show that the interval $X_0 = [0, 1]$ is not representable as the sum of a sequence $\{E_n\}$ of sets such that the sequence of functions $\{g_n(x)\}$ converges uniformly on each of them. But if such a decomposition were to exist, we might suppose firstly — since the functions $g_n(x)$ are continuous — all the sets $E_n$ closed. Then, however, by the theorem of Baire (cf. Chap. II, § 9) one of them at least would contain a subinterval of $[0, 1]$. This gives a contradiction, since by hypothesis, the sequence $\{g_n(x)\}$ does not converge uniformly on any interval whatsoever.

§ 10. Integral. If we are given in the space $X$ an additive class of sets $\mathfrak{X}$ and a measure $\mu$ defined for the sets of this class, we can attach to them a process of integration for functions of a point. In fact:

(i) If $f(x)$ is a function ($\mathfrak{X}$) non-negative on a set $E$, we shall understand by the definite integral ($\mathfrak{X}$, $\mu$) of $f(x)$ over $E$ the upper bound of the sums

$$\sum_{k=1}^{n} v_k \mu(E_k),$$

where $\{E_k\}_{k=1,2,...,n}$ is an arbitrary finite sequence of sets ($\mathfrak{X}$) such that $E = E_1 + E_2 + ... + E_n$ and $E_i \cdot E_k = 0$ for $i \neq k$, and where $v_k$, for $k = 1, 2, ..., n$, denotes the lower bound of $f(x)$ on $E_k$. 
(ii) If \( f(x) \) is an arbitrary function measurable \((\mathcal{X}, \mu)\) on a set \( E \), we shall say that \( f(x) \) possesses a definite integral \((\mathcal{X}, \mu)\) over \( E \), if one at least of the non-negative functions \( \hat{f}(x) \) and \( -\hat{f}(x) \) (cf. §3) possesses a finite integral over \( E \) according to definition (i). And, if this condition is satisfied, we shall understand by the definite integral \((\mathcal{X}, \mu)\) of the function \( f(x) \) over \( E \) the difference between the integral of \( \hat{f}(x) \) and that of \(-\hat{f}(x)\) over \( E \). The definite integral \((\mathcal{X}, \mu)\) of \( f(x) \) over \( E \) will be written \((\mathcal{X}) \int f(x) \, d\mu(x)\). If this integral is finite, the function \( f(x) \) is said to be integrable \((\mathcal{X}, \mu)\). For every function \( f(x) \) possessing a definite integral over a set \( E \), we evidently have
\[
(\mathcal{X}) \int f \, d\mu = (\mathcal{X}) \int \hat{f} \, d\mu - (\mathcal{X}) \int (-\hat{f}) \, d\mu = (\mathcal{X}) \int f \, d\mu + (\mathcal{X}) \int f \, d\mu.
\]

We see at once that the two definitions (i) and (ii) are compatible, i.e. that they give the same value of the integral to any non-negative measurable function. Moreover:

(10.1) If \( g = \langle v_1, X_1; v_2, X_2; \ldots; v_m, X_m \rangle \) is a simple non-negative function on the set \( E = X_1 + X_2 + \ldots + X_m \), the sets \( X_i \) being measurable \((\mathcal{X})\), then
\[
\int_E g \, d\mu = \sum_{i=1}^{m} v_i \mu(X_i).
\]

For, if \( \{E_j\}_{j=1,2,\ldots,n} \) is an arbitrary subdivision of \( E \) into a finite number of sets \((\mathcal{X})\) without points in common, and if \( w_j \) denotes the lower bound of \( g(x) \) on \( E_j \), we have \( w_j \leq v_i \) whenever \( E_j \cdot X_i \neq 0 \). Hence
\[
\sum_{j=1}^{n} w_j \mu(E_j) = \sum_{j=1}^{n} \sum_{i=1}^{m} w_j \mu(E_j \cdot X_i) \leq \sum_{j=1}^{n} \sum_{i=1}^{m} v_i \mu(E_j \cdot X_i) = \sum_{i=1}^{m} v_i \mu(X_i),
\]
and therefore \( \int_E g \, d\mu \leq \sum_{i=1}^{m} v_i \mu(X_i) \). The opposite inequality is obvious, since the sets \( X_1, X_2, \ldots, X_m \) themselves constitute a subdivision of \( E \) into a finite sequence of sets \((\mathcal{X})\) on which the values of \( g(x) \) are \( v_1, v_2, \ldots, v_m \) respectively.
§ 11. Fundamental properties of the integral. We shall begin with a few lemmas concerning integration of simple functions. As in the preceding §§, the symbols $\mathcal{I}$, $\mu$ etc. will often be omitted.

11.1 Lemma. 1° For every pair of functions $g(x)$ and $h(x)$, simple, non-negative, and measurable ($\mathcal{I}$) on a set $E$, we have

$$\int_E [g(x) + h(x)] d\mu(x) = \int_E g(x) d\mu(x) + \int_E h(x) d\mu(x).$$

2° If the function $f(x)$ is simple, non-negative, and measurable ($\mathcal{I}$) on the set $A + B$ where $A$ and $B$ are sets ($\mathcal{I}$) without common points, then

$$\int_{A+B} f(x) d\mu(x) = \int_A f(x) d\mu(x) + \int_B f(x) d\mu(x).$$

Proof. As regards 1°, let $g = \langle g_1, G_1; g_2, G_2; \ldots; g_n, G_n \rangle$ and $h = \langle h_1, H_1; h_2, H_2; \ldots; h_m, H_m \rangle$, where $E = G_1 + \ldots + G_n = H_1 + \ldots + H_m$.

We then have, by (10.1),

$$\int_E [g(x) + h(x)] d\mu(x) = \sum_{i=1}^n \sum_{j=1}^m (g_i + h_j) \mu(G_i \cdot H_j) =$$

$$= \sum_{i=1}^n g_i \mu(G_i) + \sum_{j=1}^m h_j \mu(H_j) = \int_E g(x) d\mu(x) + \int_E h(x) d\mu(x).$$

As regards 2°, if $E = A + B$ and $f = \langle f_1, Q_1; f_2, Q_2; \ldots; f_n, Q_n \rangle$, where $E = Q_1 + Q_2 + \ldots + Q_m$, we have

$$\int_E f(x) d\mu(x) = \sum_{i=1}^n f_i \cdot \mu(Q_i) = \sum_{i=1}^n f_i \cdot \mu(A \cdot Q_i) + \sum_{i=1}^n f_i \cdot \mu(B \cdot Q_i) =$$

$$= \int_A f(x) d\mu(x) + \int_B f(x) d\mu(x).$$

(11.4) Lemma. If $\langle g_n(x) \rangle$ is a non-decreasing sequence of functions that are simple, non-negative, and measurable ($\mathcal{I}$) on a set $E$, and if, for a function $h(x)$, simple, non-negative, and measurable, on $E$, we have $\lim_n g_n(x) \geq h(x)$ on $E$, then

$$\lim_n \int_E g_n(x) d\mu(x) \geq \int_E h(x) d\mu(x).$$
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Proof. Let \( h = \{ v_1, E_1; v_2, E_2; \ldots; v_m, E_m \} \), where

\[ 0 \leq v_1 < v_2 < \ldots < v_m \quad \text{and} \quad E = E_1 + E_2 + \ldots + E_m. \]

We may suppose \( v_1 > 0 \), for, otherwise, we should have

\[ \int h d\mu = \int h d\mu, \quad \text{and, since} \quad \int g_n d\mu \geq \int g_n d\mu, \]

we could replace the set \( E \) by the set \( E - E_1 \) on which \( h(x) \) does not vanish anywhere. Further we shall assume first that \( v_m < +\infty \).

Let us choose an arbitrary positive number \( \varepsilon < v_1 \), and let us denote, for each positive integer \( n \), by \( Q_n \) the set of the points \( x \) of \( E \) for which \( g_n(x) > h(x) - \varepsilon \). The sets \( Q_n \) evidently form an ascending sequence converging to \( E \), and, by Theorem 9.1, we have \( \mu(Q_n) \to \mu(E) \). This being so we have two cases to distinguish:

(i) \( \mu(E) \neq \infty \). We then can find an integer \( n_0 \) such that for \( n > n_0 \) we have \( \mu(E - Q_n) < \varepsilon \), and therefore, by Lemma 11.1,

\[ \int g_n d\mu \geq \int g_n d\mu \geq \int [h(x) - \varepsilon] d\mu(x) = \int h d\mu - \varepsilon \mu(Q_n) \geq \int h d\mu - [v_m + \mu(E)] \varepsilon; \]

and, passing to the limit, making first \( n \to \infty \), and then \( \varepsilon \to 0 \), we obtain the inequality (11.5).

(ii) \( \mu(E) = \infty \). Then, since \( \int g_n d\mu \geq (v_1 - \varepsilon) \mu(Q_n) \), we obtain

\[ \lim_n \int g_n d\mu = \infty, \quad \text{so that the inequality} \quad (11.5) \quad \text{is evidently satisfied.} \]

Suppose now \( v_m = +\infty \). Then by (10.1) and by what has already been proved, \( \lim_n \int g_n d\mu \geq v \cdot \mu(E_m) + \sum_{i=1}^{m-1} v_i \cdot \mu(E_i) \) for any finite number \( v \), and consequently for \( v = +\infty = v_m \) also; whence, in virtue of (10.1) the inequality (11.5) follows at once.

(11.6) Lemma. If the functions of a non-decreasing sequence \( \{ g_n(x) \} \) are simple, non-negative, and measurable \( (\mathcal{X}) \) on a set \( E \), and if \( g(x) = \lim_n g_n(x) \), then \( \lim_n \int g_n(x) d\mu(x) = \int g(x) d\mu(x) \).

Proof. Let \( E_1, E_2, \ldots, E_m \) be an arbitrary subdivision of \( E \) into a finite number of measurable sets, and let \( v_1, v_2, \ldots, v_m \) be the lower bounds of \( g(x) \) on these sets respectively. Let us write \( v = \{ v_1, E_1; v_2, E_2; \ldots; v_m, E_m \} \). We evidently have \( \lim_n g_n(x) = g(x) \geq v(x) \) on \( E \), and hence, by Lemma 11.4 and by Theorem 10.1
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\[
\lim_n \int_E g_n d\mu \geq \int_E v d\mu = \sum_{i=1}^n v_i \mu(E_i).
\]

It follows that \(\lim_n \int_E g_n d\mu \geq \int_E g d\mu\), and since the opposite inequality is obvious, the proof is complete.

We are now in a position to generalize Lemma 11.1 as follows:

(11.7) **Theorem.** The relation (11.2) holds for every pair of functions, \(g(x)\) and \(h(x)\), non-negative and measurable \((\mathcal{X})\) on the set \(E\), and the relation (11.3) holds for every function \(f(x)\) non-negative and measurable \((\mathcal{X})\) on the set \(A + B\), where \(A\) and \(B\) are sets \((\mathcal{X})\) without points in common.

**Proof.** By Theorem 7.4 there exist two non-decreasing sequences \(\{g_n(x)\}\) and \(\{h_n(x)\}\) of simple non-negative functions measurable \((\mathcal{X})\) on \(E\), such that \(g(x) = \lim g_n(x)\) and \(h(x) = \lim h_n(x)\).

Now, by Lemma 11.1 (1°), we have

\[
\int_k (g_n + h_n) d\mu = \int_k g_n d\mu + \int_k h_n d\mu
\]

and hence, making \(n \to \infty\), we obtain, on account of Lemma 11.6, the relation (11.2). Similarly, if we approximate to \(f(x)\) on \(A + B\) by a non-decreasing sequence of simple non-negative functions and make use of Lemma 11.1 (2°), we obtain the relation (11.3).

(11.8) **Theorem.** 1° For any function measurable \((\mathcal{X})\), the integral over a set of measure zero is equal to zero. 2° If the functions \(g(x)\) and \(h(x)\) measurable on a set \(E\) are almost everywhere equal on \(E\), and if one of the two is integrable on \(E\), so is the other, and their integrals over \(E\) have the same value. 3° If a function \(f(x)\) measurable \((\mathcal{X})\) on a set \(E\) has an integral over \(E\) different from \(+\infty\), the set of the points \(x\) of \(E\) at which \(f(x) = +\infty\) has measure zero. In particular, if the integral of \(f(x)\) over \(E\) is finite, the function \(f(x)\) is finite almost everywhere on \(E\).

**Proof.** We obtain at once part 1° of this theorem by making successive use of the definitions (i) and (ii) of § 10.

As regards 2°, it is evidently sufficient to consider the case of non-negative functions \(g(x)\) and \(h(x)\). If we denote by \(E_1\) the set of the points \(x\) of \(E\) at which \(g(x) \neq h(x)\), we have by hypothesis \(\mu(E_1) = 0\), and, on account of (1°) and of Theorem 11.7, we obtain

\[
\int_E g d\mu = \int_{E - E_1} g d\mu = \int_{E - E_1} h d\mu = \int_E h d\mu, \quad \text{as required.}
\]
Finally, as regards 3°, let us suppose that for a function \( f(x) \) measurable \((\mathcal{X})\) on \( E \) we have \( f(x) = +\infty \) on a set \( E_0 \subset E \) of positive measure. We then have \[ \int_E f \, d\mu \geq \int_{E_0} f \, d\mu \geq n \cdot \mu(E_0) \] for every \( n \), and so \[ \int_E f \, d\mu = +\infty. \] Consequently, the integral of \( f(x) \) over \( E \), if it exists, is positively infinite, and this completes the proof.

We now generalize Lemma 11.1 (1°) and also complete Theorem 11.7, as follows:

**(11.9) Theorem of distributivity of the integral.** Every linear combination with constant coefficients, \( a \cdot g(x) + b \cdot h(x) \) of two functions \( g(x) \) and \( h(x) \), integrable \((\mathcal{X}, \mu)\) over a set \( E \), is also integrable over \( E \), and we have

\[
\int_E (ag + bh) \, d\mu = a \int_E g \, d\mu + b \int_E h \, d\mu.
\]

**Proof.** By Theorem 11.8 (3°), the set of the points at which either of the functions \( g(x) \) and \( h(x) \) is infinite, has measure zero, and if we replace on this set the values of both functions by 0, we shall not affect the values of the integrals appearing in the relation (11.10). We may therefore suppose that the given functions \( g \) and \( h \) are finite on \( E \). Further, the relations

\[
\int_E ag \, d\mu = a \int_E g \, d\mu, \quad \int_E bh \, d\mu = b \int_E h \, d\mu
\]

being obvious, we need only prove the formula (11.10) for the case \( a = b = 1 \). Finally, the set \( E \) can be decomposed into four sets on each of which the two functions \( g(x) \) and \( h(x) \) are of constant sign. So that, on account of Theorem 11.7, we may assume that the functions \( g(x) \) and \( h(x) \) are of constant sign on the whole set \( E \). Now, by the same theorem, the relation

\[
\int_E (g + h) \, d\mu = \int_E g \, d\mu + \int_E h \, d\mu
\]

holds whenever the functions \( g \) and \( h \) are both non-negative or both non-positive on \( E \), and it only remains, therefore, to show that this relation is valid when \( g \) and \( h \) have, on \( E \), opposite signs, the one, \( g(x) \) say, being non-negative, the other, \( h(x) \), non-positive.
This being so, let \( E_1 \) and \( E_2 \) be the sets consisting of the points \( x \) of \( E \) for which we have \( g(x) + h(x) \geq 0 \) and \( g(x) + h(x) < 0 \), respectively. The functions \( g, g + h, \) and \( -h \) are non-negative on \( E_1 \) and we therefore have, by Theorem 11.7,

\[
\int_{E_1} g \, d\mu = \int_{E_1} (g + h) \, d\mu + \int_{E_1} (-h) \, d\mu = \int_{E_1} (g + h) \, d\mu - \int_{E_1} h \, d\mu.
\]

Similarly

\[
-\int_{E_2} h \, d\mu = \int_{E_2} (-h) \, d\mu = \int_{E_2} (-g - h) \, d\mu + \int_{E_2} g \, d\mu = -\int_{E_2} (g + h) \, d\mu + \int_{E_2} g \, d\mu.
\]

Therefore, for \( i = 1, 2 \), we have \( \int_{E_i} (g + h) \, d\mu = \int_{E_i} g \, d\mu + \int_{E_i} h \, d\mu \), and by Theorem 11.7 we obtain the relation (11.11).

(11.12) \textbf{Theorem on absolute integrability.} 1° In order that a function \( f(x) \) measurable (\( \mathcal{X} \)) on a set \( E \) should be integrable (\( \mathcal{X}, \mu \)) on \( E \), it is necessary and sufficient that its absolute value should be so. 2° If, for a function \( g(x) \) measurable (\( \mathcal{X} \)) on a set \( E \), there exists a function \( h(x) \), integrable (\( \mathcal{X}, \mu \)) and such that \( |g(x)| \leq h(x) \) on \( E \), then the function \( g(x) \) also is integrable on \( E \); in particular, every function measurable (\( \mathcal{X} \)) and bounded on a set \( E \) of finite measure (\( \mu \)) is integrable (\( \mathcal{X}, \mu \)) on \( E \).

\textbf{Proof.} As regards 1°, we have by Theorem 11.7

\[
\int_{\mathcal{X}} |f| \, d\mu = \int_{\mathcal{X}} \hat{f} \, d\mu + \int_{\mathcal{X}} (-\hat{f}) \, d\mu,
\]

and integrability of \(|f|\) is therefore equivalent to that of \( \hat{f} \) and that of \( -\hat{f} \) holding together, i.e. to integrability of \( f \).

As regards 2°, we have the inequalities \( g(x) \leq |g(x)| \leq h(x) \) and \( -g(x) \leq |g(x)| \leq h(x) \) on \( E \), and, since \( h(x) \) is, by hypothesis, integrable on \( E \), it follows that the same is true of the non-negative functions \( \hat{g} \) and \( -\hat{g} \), and therefore of the function \( g(x) \).
As an immediate consequence of Theorem 11.12 we have the following theorem, known as the

\[(11.13) \text{First Mean Value Theorem. Given, on a set } E, \text{ a function } f(x) \text{ bounded and measurable } (\mathcal{X}) \text{ on } E \text{ and a function } g(x) \text{ integrable } (\mathcal{X}, \mu) \text{ on } E, \text{ the function } f(x) \cdot g(x) \text{ is integrable on } E \text{ and there exists a number } \gamma \text{ lying between the bounds of } f(x) \text{ on } E, \text{ such that}
\]

\[(11.14) \int_E |f(x)|g(x)|d\mu(x) = \gamma \cdot \int_E |g(x)|d\mu(x).
\]

Proof. If we denote by \(m\) and \(M\) respectively the lower and the upper bound of \(f(x)\) on \(E\), and make use of Theorem 11.12, we verify successively, that the functions \(|M|+|m||g(x)|, |f(x)|g(x)|, f(x)|g(x)|\) and \(f(x)g(x)\) are integrable on \(E\). Further, we have

\[m\int_E |g|d\mu \leq f(x)\cdot |g(x)| \leq M\int_E |g|d\mu,\]

and so choosing \(\gamma = \frac{\int_E |f|d\mu}{\int_E |g|d\mu}\)

(or, if the denominator vanishes, an arbitrary \(\gamma\) between \(m\) and \(M\)), we obtain the formula (11.14) with \(m \leq \gamma \leq M\).

\[\section{12. Integration of sequences of functions.} \text{In this } \S, \text{ we shall establish some theorems on term by term integration of sequences and series of functions.}
\]

\[(12.1) \text{Theorem. If the functions of a sequence } \{g_n(x)\} \text{ are finite and integrable } \mathcal{X}, \mu \text{ on a set } E \text{ of finite measure, and the sequence converges uniformly on } E \text{ to a function } g(x), \text{ then the function } g(x) \text{ also is integrable over } E, \text{ and we have}
\]

\[(12.2) \lim_{n \to \infty} \int_E g_n(x) \, d\mu(x) = \int_E g(x) \, d\mu(x).
\]

Proof. By Theorem 8.5, the function \(g(x)\) is measurable \(\mathcal{X}\) on \(E\). The functions \(g(x) - g_n(x)\) are therefore all measurable also, and, further, since the sequence \(\{g_n(x)\}\) converges uniformly to \(g(x)\) the functions \(g(x) - g_n(x)\) are all bounded, at any rate from some value of the index \(n\) onwards. These functions are thus, by Theorem 11.12 (2°), integrable on \(E\), and it follows, by Theorem 11.9, that the function \(g(x) = [g(x) - g_n(x)] + g_n(x)\) is integrable too. Finally, denoting by \(\epsilon_n\) the upper bound of \(|g(x) - g_n(x)|\) on \(E\), we have
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\[ \left| \int_{E} g(x) \, d\mu(x) - \int_{E} g_{n}(x) \, d\mu(x) \right| \leq \int_{E} |g(x) - g_{n}(x)| \, d\mu(x) \leq \varepsilon_{n}\mu(E), \]

and this establishes the relation (12.2) since, by hypothesis, \( \varepsilon_{n} \to 0 \) and \( \mu(E) \neq \infty \).

Neither the theorem thus established, nor its proof, contains, at bottom, anything new, as compared with the similar result for the classical processes of integration of Cauchy, or of Riemann. We now pass on to the proof of theorems more closely related to Lebesgue integration. Among these theorems, a fundamental part is played by the following one, which is due to Lebesgue:

(12.3) **Theorem.** Let \( f(x) = \sum_{n=1}^{\infty} f_{n}(x) \) be a series of non-negative functions measurable (\( X \)) on a set \( E \). Then

\[ (12.4) \quad \int_{E} f(x) \, d\mu(x) = \sum_{n=1}^{\infty} \int_{E} f_{n}(x) \, d\mu(x). \]

**Proof.** From Theorem 11.7, we derive in the first place, that

\[ (12.5) \quad \int_{E} f(x) \, d\mu \geq \int_{E} \left[ \sum_{n=1}^{m} f_{n} \right] \, d\mu = \sum_{n=1}^{m} \int_{E} f_{n} \, d\mu \quad \text{for every } m, \text{ and so} \]

To establish the opposite inequality, let us attach, in accordance with Theorem 7.4, to each function \( f_{n}(x) \) a non-decreasing sequence \( \{g_{n}^{(k)}(x)\}_{k=1,2,\ldots} \) of simple functions measurable and non-negative on \( E \), in such a manner that \( \lim_{k} g_{n}^{(k)}(x) = f_{n}(x) \) for \( n = 1, 2, \ldots \). Let us write

\[ s_{k}(x) = \sum_{i=1}^{k} g_{i}^{(k)}(x). \]

The functions \( s_{k}(x) \) are clearly simple, measurable, and non-negative, on \( E \), and they form a non-decreasing sequence. Further, for each \( m \), and for \( k \geq m \), we have \( \sum_{i=1}^{m} g_{i}^{(k)}(x) \leq s_{k}(x) \leq f(x) \).

Making \( k \to \infty \), we derive \( \sum_{i=1}^{m} f_{i}(x) \leq \lim_{k} s_{k}(x) \leq f(x) \) for every \( m \), and so, \( f(x) = \lim_{k} s_{k}(x) \). Therefore, by Lemmas 11.6 and 11.1 (1°),

\[ \int_{E} f \, d\mu = \lim_{k} \int_{E} s_{k} \, d\mu = \lim_{k} \sum_{i=1}^{k} g_{i}^{(k)} \, d\mu \leq \sum_{i=1}^{\infty} \int_{E} f_{i} \, d\mu, \]

and this, combined with (12.5), gives the equality (12.4).
Theorem 12.3 may also be stated in the following form:

(12.6) **Lebesgue's Theorem on integration of monotone sequences of functions.** If \( \{f_n(x)\} \) is a non-decreasing sequence of non-negative functions measurable (\( \mathbb{X} \)) on a set \( E \), and \( f(x) = \lim f_n(x) \), then

\[
\int f(x) \, d\mu(x) = \lim_{k \to \infty} \int f_k(x) \, d\mu(x).
\]

**Proof.** If we write \( g_n(x) = f_{n+1} - f_n(x) \), we obtain

\[
f(x) = f_1(x) + \sum_{n=1}^{\infty} g_n(x),
\]

and the functions \( g_n(x) \) will be non-negative and measurable on \( E \), so that by Theorem 12.3

\[
\int f \, d\mu = \int f_1 \, d\mu + \sum_{n=1}^{\infty} \int g_n \, d\mu = \lim_{k \to \infty} \left[ \int f_1 + \sum_{n=1}^{k} g_n \right] \, d\mu = \lim_{k \to \infty} \int f_k \, d\mu.
\]

Q. E. D.

(12.7) **Theorem of additivity for the integral.** If \( \{E_n\} \) is a sequence of sets measurable (\( \mathbb{X} \)) no two of which have common points, and \( E = \bigcup_{n} E_n \), then

\[
\int f \, d\mu = \sum_{n} \int f \, d\mu
\]

for every function \( f(x) \) possessing a definite integral (finite or infinite) over \( E \).

**Proof.** It is clearly sufficient to prove (12.8) in the case of a function \( f(x) \) non-negative on \( E \). Supposing this to be the case, let us write \( f_n(x) = f(x) \) for \( x \in E_n \), and \( f_n(x) = 0 \) for \( x \in E - E_n \). We then have \( f(x) = \sum f_n(x) \) on \( E \), and, the functions \( f_n \) being measurable and non-negative, we may apply Lebesgue's Theorem 12.3. This gives, by Theorem 11.7,

\[
\int f \, d\mu = \sum_{n} \int f \, d\mu = \sum_{n} \int f_n \, d\mu = \sum_{n} \int f \, d\mu.
\]

Q. E. D.

If a function \( f(x) \) has a definite integral (\( \mathbb{X}, \mu \)) over a set \( E \), then \( f(x) \) also has a definite integral over any subset of \( E \) measurable (\( \mathbb{X} \)). We may therefore associate with it the function of a set (\( \mathbb{X} \)) defined as follows:

(12.9) \[ F(X) = \int f(x) \, d\mu(x) \quad \text{where} \quad X \subseteq E \quad \text{and} \quad X \in \mathbb{X}. \]
The latter will be called the *indefinite integral* \((\mathcal{X}, \mu)\) of \(f(x)\) on \(E\). It follows from Theorem 12.7 that, whenever the function \(f(x)\) is integrable \((\mathcal{X}, \mu)\) on \(E\), its indefinite integral is an additive function of set \((\mathcal{X})\) on \(E\).

We end this § with two simple but important theorems. The first is known as *Fatou’s lemma*, and appears for the first time (in a slightly less general form) in the classical memoir of P. Fatou [1, p. 375] on trigonometric series. The second is due to Lebesgue [5, in particular p. 375], and is called the *theorem on term by term integration of sequences of functions*; cf. also Ch. J. de la Vallée Poussin [1, p. 445—453], R. L. Jeffery [1] and T. H. Hildebrandt [2].

(12.10) **Theorem (Fatou’s Lemma).** If \(\{f_n(x)\}\) is any sequence of non-negative functions measurable \((\mathcal{X})\) on a set \(E\), we have

\[
\int \liminf_{k \to \infty} f_n(x) \, d\mu(x) \leq \liminf_{k \to \infty} \int f_n(x) \, d\mu(x).
\]

**Proof.** Let us write \(g_i(x) = \text{lower bound} [f_i(x), f_{i+1}(x), f_{i+2}(x), ...]\) where \(i = 1, 2, ..., \). Thus defined \(\{g_i(x)\}\) is a non-decreasing sequence of non-negative functions measurable on \(E\), and converges on the set \(E\) to \(\liminf f_i(x)\). We therefore have, by Lebesgue’s Theorem 12.6,

\[
\int \liminf_{k \to \infty} f_i(x) \, d\mu(x) = \lim_{k \to \infty} \int g_i(x) \, d\mu(x) \leq \liminf_{k \to \infty} \int f_i(x) \, d\mu(x).
\]

(12.11) **Lebesgue’s Theorem on term by term integration.** Let \(\{f_n(x)\}\) be a sequence of functions measurable \((\mathcal{X})\) on a set \(E\), fulfilling, for a function \(s(x)\) integrable \((\mathcal{X})\) on \(E\), the inequality \(|f_n(x)| \leq s(x)\) for \(n = 1, 2, ...\). Then

\[
\liminf_{k \to \infty} \int f_n \, d\mu \geq \int \liminf_{k \to \infty} f_n \, d\mu.
\]

(12.12)

\[
\limsup_{k \to \infty} \int f_n \, d\mu \leq \int \limsup_{k \to \infty} f_n \, d\mu.
\]

(*If, further, the sequence \(\{f_n\}\) converges on \(E\) to a function \(f\), the sequence is integrable term by term, i.e. we have

(12.13) \(\lim_{k \to \infty} \int f_n \, d\mu = \int f \, d\mu\).*)
Proof. Let \( g(x) = \lim \inf f_n(x) \) and let \( h(x) = \lim \sup f_n(x) \).

We may clearly suppose \( s(x) < +\infty \) throughout \( E \). We then derive from Fatou's Lemma 12.10,
\[
\lim \inf_n \int (s + f_n) d\mu \geq \int (s + g) d\mu \quad \text{and} \quad \lim \inf_n \int (s - f_n) d\mu \geq \int (s - h) d\mu,
\]
which gives at once the relations (12.12).

Further, if \( \lim f_n(x) = f(x) \), we derive from (12.12) the relation
\[
\lim \inf_n \int f_n d\mu \geq \int f d\mu \geq \lim \sup_n \int f_n d\mu
\]
which gives the equality (12.13).


The fact that the indefinite integral of a function integrable \((\mathcal{X}, \mu)\) on a set \( E \) is, on \( E \), an additive function of a set \((\mathcal{X})\), raises the problem of characterizing directly the additive functions expressible as indefinite integrals.

If we restrict ourselves to the Lebesgue integral of functions of a real variable, we may regard indefinite integrals as functions of an interval, or, what comes to the same thing, as functions of a real variable. In that case, a necessary and sufficient condition for a function to be expressible as the indefinite integral of a real function was given, in 1904, still by Lebesgue [I, p. 129, footnote]. A little later (in 1905), G. Vitali [1] explicitly distinguished the class of functions possessing the Lebesgue property by introducing the name of "absolutely continuous functions".

The condition of Lebesgue and Vitali was later extended to functions of a set by J. Radon [1] (cf. also P. J. Daniell [2]). But Radon considered only additive functions of sets measurable in the Borel sense in Euclidean spaces, and only measures determined by additive functions of intervals (cf. below Chapter III). The final form of the condition of Lebesgue-Vitali, as given in Theorem 14.11 below, is due to O. Nikodym [2].

An additive function of a set \((\mathcal{X})\) on a set \( E \), will be said to be absolutely continuous \((\mathcal{X}, \mu)\) on \( E \), if the function vanishes for every subset \((\mathcal{X})\) of \( E \) whose measure \((\mu)\) is zero. An additive function \( \Phi(X) \) of a set \((\mathcal{X})\) on a set \( E \) will be termed singular \((\mathcal{X}, \mu)\) on \( E \), if there exists a subset \( E_0 \subset E \) measurable \((\mathcal{X})\), of measure \((\mu)\) zero, such that \( \Phi(X) \) vanishes identically on \( E - E_0 \), i.e. \( \Phi(X) = \Phi(E_0, X) \) for every subset \( X \) of \( E \) measurable \((\mathcal{X})\). The following statements are at once obvious:
Theorem. 1° In order that an additive function of a set \((\mathfrak{X})\) on a set \(E\) should be absolutely continuous \((\mathfrak{X}, \mu)\) [or should be singular] it is necessary and sufficient that its two variations, the upper and the lower, should both be so. 2° Every linear combination, with constant coefficients, of two additive functions absolutely continuous [or singular] on a set \(E\) is itself absolutely continuous [or singular] on \(E\). 3° If a sequence \(\{\Phi_n(X)\}\) of additive functions, absolutely continuous [singular] on a set \(E\), converges to an additive function \(\Phi(X)\) for each measurable subset \(X\) of \(E\), then the function \(\Phi(X)\) is also absolutely continuous [singular]. 4° If a function of a set \((\mathfrak{X})\) is additive and absolutely continuous [singular] on a set \(E\), the function is so on every measurable subset of \(E\). 5° If \(E=\sum E_n\), where \(\{E_n\}\) is a sequence of sets \((\mathfrak{X})\), and if an additive function \(\Phi(X)\) on \(E\) is absolutely continuous [singular] on each of the sets \(E_n\), the function is absolutely continuous [singular] on the whole set \(E\). 6° An additive function of a set cannot be both absolutely continuous and singular on a set \(E\), without vanishing identically on \(E\).

For sets of finite measure, it is sometimes convenient to apply the following test for absolute continuity:

Theorem. In order that a function \(\Phi(X)\) additive on a set \(E\) of finite measure, be absolutely continuous \((\mathfrak{X}, \mu)\) on \(E\), it is necessary and sufficient that to each \(\varepsilon>0\) there correspond an \(\eta>0\), such that \(\mu(X)<\eta\) imply \(|\Phi(X)|<\varepsilon\) for every set \(X\subset E\) measurable \((\mathfrak{X})\).

Proof. It is evident that the condition is sufficient. To prove it also necessary, let us suppose the function \(\Phi(X)\) absolutely continuous in \(E\). We may assume, replacing if necessary, \(\Phi(X)\) by its absolute variation, that \(\Phi(X)\) is a non-negative monotone function on \(E\). This being so, let us suppose, if possible, that there exists a sequence \(\{E_n\}_{n=1}^{\infty}\) of measurable subsets of \(E\), such that \(\mu(E_n)<1/2^n\) and that \(\Phi(E_n)>\eta_0\), where \(\eta_0\) is a fixed positive number. Let us write \(E_0=\lim sup E_n\). For every \(n\), we then have

\[
\mu(E_0) \leq \sum_{k=n}^{\infty} \mu(E_k) \leq 1/2^{n-1},
\]

and therefore \(\mu(E_0)=0\). On the other hand, by Theorem 5.1, we have \(\Phi(E_0) \geq \lim sup \Phi(E_n) \geq \eta_0\). This is a contradiction, since \(\Phi(X)\) is absolutely continuous, and the proof is complete.
(13.3) **Theorem.** In order that a function $\Phi(X)$, additive on a set $E$, be singular ($\mathfrak{X}, \mu$) on $E$, it is necessary and sufficient that for each $\varepsilon > 0$ there exist a set $X \subset E$ measurable ($\mathfrak{X}$) and fulfilling the two conditions $\mu(X) < \varepsilon$, $W(\Phi; E - X) < \varepsilon$.

**Proof.** The condition is clearly necessary. To prove it sufficient, let us suppose that for each $n$ there is a set $X_n \subset E$ measurable ($\mathfrak{X}$) such that $\mu(X_n) < 1/2^n$ and $W(\Phi; E - X_n) < 1/2^n$, and let us write $E_0 = \lim \sup X_n$. We then have $\mu(E_0) \leq \sum_{k=n}^{\infty} \mu(X_k) \leq 1/2^{n-1}$ for each $n$, and so $\mu(E_0) = 0$. On the other hand, by Theorem 5.1 we have $W(\Phi; E - E_0) \leq \lim \inf \sum_{n}^{\infty} W(\Phi; E - X_n) = 0$. The function $\Phi(X)$ is therefore singular on $E$.

§ 14. The Lebesgue decomposition of an additive function. Before proving the result announced in the preceding §, we shall establish some auxiliary theorems. We begin with the following theorem due to H. Hahn [1, p. 404] (cf. also W. Sierpiński [11]):

(14.1) **Theorem.** If $\Phi(X)$ is an additive function of a set ($\mathfrak{X}$) on a set $E$, there exists always a set $P \subset E$ measurable ($\mathfrak{X}$), such that $W(\Phi; P) = 0 = \bar{W}(\Phi; E - P)$, or, what comes to the same thing, such that $\Phi(X) \geq 0$ for every measurable set $X \subset P$ and $\Phi(X) \leq 0$ for every measurable set $X \subset E - P$.

**Proof.** For each positive integer $n$, we choose a set $E_n$ such that $\Phi(E_n) \geq \bar{W}(\Phi; E) - 1/2^n$. By Theorem 6.4 we then have,

\[
(14.2) \quad \bar{W}(\Phi; E_n) \geq -1/2^n \quad \text{and} \quad \bar{W}(\Phi; E - E_n) \leq 1/2^n.
\]

Writing $P = \lim \inf E_n$, we see that $E - P = \lim \sup (E - E_n) \subset \sum_{n=0}^{\infty} (E - E_n)$ for every $m$, and therefore, by (14.2),

\[
\bar{W}(\Phi; E - P) \leq \sum_{n=0}^{\infty} \bar{W}(\Phi; E - E_n) \leq \frac{1}{2^{m-1}}
\]

which gives $\bar{W}(\Phi; E - P) = 0$. On the other hand, the lower variation $\underline{W}(\Phi; X)$ is a non-positive monotone function of a measurable set $X \subset E$, and, by Theorem 5.1 and the first inequality (14.2), we must have the relation $|\underline{W}(\Phi; P)| \leq \lim \inf \sum_{n}^{\infty} |\underline{W}(\Phi; E_n)| = 0$, which gives $\underline{W}(\Phi; P) = 0$ and completes the proof.
(14.3) Lemma. If \( \Phi(X) \) is a non-negative additive function of a set \( (X) \) on a set \( E \), there exists, for each \( a > 0 \), a decomposition of \( E \) into a sequence of measurable sets without common points, \( H, E_1, E_2, \ldots, E_n, \ldots \) such that \( \mu(H) = 0 \) and that

\[
(14.4) \quad a \cdot (n - 1) \cdot \mu(X) \leq \Phi(X) \leq an \cdot \mu(X)
\]

for every set \( X \subset E_n \) measurable \( (X) \).

Proof. By Theorem 14.1, there exists, for each positive integer \( n \), a measurable set \( A_n \) such that \( \Phi(X) - an \cdot \mu(X) \geq 0 \) for every measurable set \( X \subset A_n \) and \( \Phi(X) - an \cdot \mu(X) \leq 0 \) for every measurable set \( X \subset E - A_n \). Write \( B_n = \sum_{k=n}^{\infty} A_k \). Any measurable subset \( X \) of \( B_n \) may be represented in the form \( X = \sum_{k=n}^{\infty} X_k \), where \( X_k \) are measurable sets, \( X_k \subset A_k \) for \( k = n, n+1, \ldots \), and \( X_i \cdot X_j = 0 \) for \( i \neq j \); and so \( \Phi(X) = \sum_{k=n}^{\infty} \Phi(X_k) \geq \sum_{k=n}^{\infty} a k \cdot \mu(X_k) \geq an \cdot \mu(X) \). We obtain thus a descending sequence of measurable sets \( \{B_n\} \) such that

\[
(14.5) \quad \Phi(X) \geq an \cdot \mu(X) \quad \text{if} \quad X \subset B_n, \quad X \in (X),
\]

\[
\Phi(X) \leq an \cdot \mu(X) \quad \text{if} \quad X \subset E - B_n, \quad X \in (X),
\]

the second relation being obvious, since \( E - B_n \) is a subset of \( E - A_n \).

Let us now write \( E_1 = E - B_1, \ E_n = B_{n-1} - B_n \) for \( n = 2, 3, \ldots \), and \( H = \lim_{n \to \infty} B_n \). Thus defined the sets \( H, E_1, E_2, \ldots, E_n, \ldots \) are measurable and without common points, and \( E = H + \sum_{n=1}^{\infty} E_n \). Taking into account the relations (14.5), we see at once that the inequality (14.4) holds whenever \( X \) is a measurable subset of \( E_n \). Finally, \( H \subset B_n \) for each positive integer \( n \), and therefore, by the first of the relations (14.5), we get \( \Phi(H) \geq an \cdot \mu(H) \), which requires \( \mu(H) = 0 \) and completes the proof.

(14.6) Theorem. If \( E \) is a set \( (X) \) of finite measure \( (\mu) \), or, more generally, a set expressible as the sum of a sequence of sets \( (X) \) of finite measure, every additive function of a measurable set \( \Phi(X) \) on \( E \) is expressible as the sum of an absolutely continuous additive function \( \Psi(X) \) and a singular additive function \( \Theta(X) \) on \( E \). Such a decomposition of \( \Phi(X) \) on \( E \) is unique, and the function \( \Psi(X) \) is, on \( E \),
the indefinite integral of a function integrable \((\mathcal{X}, \mu)\) on \(E\). If \(\Phi(X)\) is a non-negative monotone function on \(E\), so are the corresponding functions \(\Psi(X)\) and \(\Theta(X)\).

**Proof.** Since every additive function of a set is the difference of two non-negative functions of the same kind (cf. § 6), we may restrict ourselves to the case of a non-negative \(\Phi(X)\). Further, we shall assume to begin with that the set \(E\) has finite measure. By the preceding lemma, there exists, for every positive integer \(m\), a decomposition of \(E\) into a sequence of measurable sets \(H_1^{(m)}, E_1^{(m)}, E_2^{(m)}, \ldots\), without common points and subject to the conditions:

\[
E = H^{(m)} + E_1^{(m)} + \ldots + E_n^{(m)} + \ldots, \quad \mu(H^{(m)}) = 0,
\]

\[
2^{-m} \cdot (n - 1) \cdot \mu(X) \leqslant \Phi(X) \leqslant 2^{-m} \cdot n \cdot \mu(X), \text{ if } X \subset E_n^{(m)}, \ X \in \mathcal{X}.
\]

We therefore have, for all positive integers \(m, n, k\),

\[
2^{-m} \cdot n \cdot \mu(E_{n}^{(m)} \cdot E_{k}^{(m+1)}) \geqslant \Phi(E_{n}^{(m)} \cdot E_{k}^{(m+1)}) \geqslant 2^{-m} \cdot (n - 1) \cdot \mu(E_{n}^{(m)} \cdot E_{k}^{(m+1)}),
\]

and

\[
2^{-m} \cdot (n - 1) \cdot \mu(E_{n}^{(m)} \cdot E_{k}^{(m+1)}) \geqslant \Phi(E_{n}^{(m)} \cdot E_{k}^{(m+1)}) \geqslant 2^{-m} \cdot (n - 1) \cdot \mu(E_{n}^{(m)} \cdot E_{k}^{(m+1)}),
\]

from which it follows that \((2n - k + 1) \cdot \mu(E_{n}^{(m)} \cdot E_{k}^{(m+1)}) \geqslant 0\), and that \((k - 2n + 2) \cdot \mu(E_{n}^{(m)} \cdot E_{k}^{(m+1)}) = 0\) whenever either \(k > 2n + 1\), or \(k < 2n - 2\).

We may therefore write

\[
E_{n}^{(m)}(\subset E_{2n-2}^{(m+1)} + E_{2n-1}^{(m+1)} + E_{2n}^{(m+1)} + E_{2n+1}^{(m+1)} + Q_{n}^{(m)}) \quad \text{where} \quad \mu(Q_{n}^{(m)}) = 0.
\]

This being so, let \(H = \sum_{m=1}^{\infty} H_{n}^{(m)} + \sum_{m=1}^{\infty} Q_{n}^{(m)}\). We write \(f^{(m)}(x) = 2^{-m} \cdot (n - 1)\) for \(x \in E_{n}^{(m)} - H\), \(n = 1, 2, \ldots\), and \(f^{(m)}(x) = 0\) for \(x \in H\). We thus obtain a sequence \(\{f^{(m)}(x)\}\) of non-negative functions measurable \((\mathcal{X})\) on the set \(E\). By (14.9) we have clearly \(|f^{(m+1)}(x) - f^{(m)}(x)| \leqslant 2^{-m}\) on \(E\), so that the sequence \(\{f^{(m)}(x)\}\) converges uniformly on \(E\) to a non-negative measurable function \(f(x)\).

The set \(H\) being of measure zero, we have, by (14.7) and (14.8), for every measurable set \(X \subset E\) and for every positive integer \(m\),

\[
\Phi(X) \geqslant \Phi(X \cdot H) + \sum_{n} 2^{-m} \cdot (n - 1) \cdot \mu(X \cdot E_{n}^{(m)}) = \Phi(X \cdot H) + \int_{X} f^{(m)} \, d\mu,
\]

and

\[
\Phi(X) \leqslant \Phi(X \cdot H) + \sum_{n} 2^{-m} \cdot n \cdot \mu(X \cdot E_{n}^{(m)}) = \Phi(X \cdot H) + \int_{X} f^{(m)} \, d\mu + 2^{-m} \cdot \mu(X).
\]
Hence, making $m \to \infty$, we derive $\Phi(X) = \int f(X) \, d\mu(x) + \Phi(X \cdot H)$. 

This decomposition, so far established subject to the hypothesis that the set $E$ is of finite measure, extends at once to sets expressible as the sum of an enumerable infinity of sets of finite measure. In fact, if $E = \bigcup_{n=1}^{\infty} A_n$, where the $A_n$ are sets ($\mathcal{X}$) without common points and of finite measure, then, by what we have already proved, there exists on $A_n$ a non-negative function $f_n(x)$ integrable on $A_n$, and a measurable set $H_n \subset A_n$ having measure zero, such that $\Phi(X \cdot A_n) = \int f_n \, d\mu + \Phi(X \cdot H_n)$, for $n = 1, 2, \ldots$. If we now write $H = \sum_n H_n$, and $f(x) = f_n(x)$ for $x \in A_n$, we obtain a measurable set $H \subset E$ of measure zero, and a function $f(X)$, non-negative and integrable on $E$, such that, by Theorem 12.7, for every measurable set $X \subset E$

\[(14.10) \quad \Phi(X) = \sum_n \int f \, d\mu + \sum_n \Phi(X \cdot H_n) = \int f \, d\mu + \Phi(X \cdot H).\]

Now, the indefinite integral vanishes for every set of measure zero, and therefore is an absolutely continuous function; on the other hand, we have $\Phi(X \cdot H) = 0$ for every measurable set $X \subset E - H$. Thus, since the set $H$ has measure zero, formula (14.10) provides a decomposition of $\Phi(X)$ into an absolutely continuous function and a singular function. Finally, to establish the unicity of such a decomposition, suppose that $\Phi(X) = \Psi_1(X) + \Theta_1(X) = \Psi_2(X) + \Theta_2(X)$ on $E$, the functions $\Psi_1(X)$ and $\Psi_2(X)$ being absolutely continuous, and the functions $\Theta_1(X)$ and $\Theta_2(X)$ being singular. Then $\Psi_1(X) - \Psi_2(X) = -\Theta_2(X) - \Theta_1(X)$ identically on $E$, whence by Theorem 13.1 (20 and 60), we have $\Psi_1(X) = \Psi_2(X)$ and $\Theta_1(X) = \Theta_2(X)$, and this completes the proof of our theorem.

The expression of an additive function as the sum of an absolutely continuous function and of a singular function will be termed the *Lebesgue decomposition*. The singular function that appears in it is often called the *function of the singularities* of the given function. From Theorem 14.6, we derive at once
(14.11) Theorem of Radon-Nikodym. If $E$ is a set of finite measure, or, more generally the sum of a sequence of sets of finite measure ($\mu$), then, in order that an additive function of a set ($\mathcal{F}$) on $E$ be absolutely continuous on $E$, it is necessary and sufficient that this function of a set be the indefinite integral of some integrable function of a point on $E$.

The hypothesis that the set $E$ is the sum of an at most enumerable infinity of sets of finite measure, plays an essential part in the assertion of the theorem of Radon-Nikodym, just as in Theorem 9.8. To see this, let us take again the interval $[0, 1]$ as our space $X$, and let the class $\mathcal{F}_1$ of all subsets of $[0, 1]$ that are measurable in the Lebesgue sense (cf. below Chap. III) be our fixed additive class of sets in the space $X$. A measure $\mu_1$ will be defined by taking $\mu_1(X) = \infty$ for infinite sets and $\mu_1(X) = n$ for finite sets with $n$ elements. This being so, the sets ($\mathcal{F}_1$) of measure ($\mu_1$) zero coincide with the empty set, and therefore, every additive function of a set ($\mathcal{F}_1$) on $X$ is absolutely continuous ($\mathcal{F}_1$, $\mu_1$). In particular, denoting by $\lambda(X)$ the Lebesgue measure for every set $X \in \mathcal{F}_1$, we see that $\lambda(X)$ is absolutely continuous ($\mathcal{F}_1$, $\mu_1$) on $X$. We shall show that $\lambda(X)$ is not an indefinite integral ($\mathcal{F}_1$, $\mu_1$) on $X$. Suppose indeed, if possible, that

$$\lambda(X) = \int g(x) \, d\mu_1(x)$$

for every set $X \in \mathcal{F}_1$, the function $g(x)$ being integrable ($\mathcal{F}_1$, $\mu_1$) on $X$. Since $\lambda(X)$ is non-negative, we may suppose that $g(x)$ is so too. Let $E = E[g(x) \cdot 0]$ and $E_n = E[g(x) \cdot 1/n]$ for $n = 1, 2, \ldots$. We have $\lambda(X_1) = \int_X g \, d\mu_1 = 0$, so that $\lambda(E) = \lambda(X_1) = 1$ and this requires the set $E$ to be non-enumerable. Since $E = \sum_{n} E_n$, the same must be true of $E_{n_0}$ for some positive integer $n_0$. Thus

$$\lambda(E_{n_0}) = \int_{E_{n_0}} g(x) \, d\mu_1(x) \geq \mu_1(E_{n_0})/n_0 = \infty,$$

which is evidently a contradiction.

§ 15. Change of measure. Any non-negative additive function $\nu(X)$ of a set ($\mathcal{F}$) may clearly be regarded as a measure corresponding to the given additive class $\mathcal{F}$. When such a function $\nu(X)$ is defined only on a set $E$, we can always continue it (cf. § 5, p.9) on to the whole space. The terms measure ($\nu$), integral ($\mathcal{F}, \nu$) etc. are then completely determined for all sets ($\mathcal{F}$), but, in this case, it is most natural to consider only the subsets of $E$ for which the function $\nu(X)$ was originally given.
(15.1) **Theorem.** Whenever, on a set $E$ measurable ($\mathcal{X}$), we have

$$v(X) = (\mathcal{X}) \int g(x) d\mu(x) + \mathcal{H}(X)$$

where $\mathcal{H}(X)$ is a non-negative function, additive and singular ($\mathcal{X}, \mu$) on $E$, and where $g(x)$ is a non-negative function integrable ($\mathcal{X}, \mu$) over $E$, then also

$$\mathcal{H}(\mathcal{Y}) = \int_{\mathcal{Y}} c_y(x) g(x) d\mu(x) + \mathcal{H}(\mathcal{Y})$$

for every set $\mathcal{Y} \subseteq E$ measurable ($\mathcal{X}$) and for every function $f(x)$ that possesses a definite integral ($\mathcal{X}, v$) over $X$. If, further, the function $f(x)$ is integrable ($\mathcal{X}, v$) over $E$, the formula (15.3) expresses the Lebesgue decomposition of the indefinite integral $\int f(x) dv$ on $E$, corresponding to the measure $\mu$, the function $\theta(X) = \int_{X} f d\mathcal{H}$ being the function of singularities ($\mathcal{X}, \mu$) of the indefinite integral $\int_{X} f dv$.

**Proof.** We may clearly assume that $f(x)$ is defined and non-negative on the whole of the set $E$. We see at once that, for each set $\mathcal{Y} \subseteq E$ measurable ($\mathcal{X}$),

$$\int_{\mathcal{Y}} c_y(x) dv(x) = \mathcal{H}(\mathcal{Y}) = \int_{\mathcal{Y}} g(x) d\mu(x) + \mathcal{H}(\mathcal{Y}) = \int_{\mathcal{Y}} c_y(x) g(x) d\mu(x) + \mathcal{H}(\mathcal{Y})$$

and hence also that for every finite function $h(x)$ simple and measurable ($\mathcal{X}$) on a set $X \subseteq E$,

$$\int h(x) dv(x) = \int h(x) g(x) d\mu(x) + \int h(x) d\mathcal{H}(x).$$

Let now $\{h_n(x)\}$ be a non-decreasing sequence of finite simple functions measurable ($\mathcal{X}$) and non-negative on $X$, converging to the given function $f(x)$. Substituting $h_n(x)$ for $h(x)$ in (15.4) and making $n \to \infty$, we obtain (15.3), on account of Lebesgue's Theorem 12.6. If, further, $f(x)$ is integrable ($\mathcal{X}, v$) over $E$, the identity just established shows at once that the product $f(x) g(x)$ is integrable ($\mathcal{X}, \mu$) over $E$ and hence, that the indefinite integral $\int_X f g d\mu$ is absolutely continuous ($\mathcal{X}, \mu$) on $E$. On the other hand, the function $\theta(X)$ vanishes on every set on which the function $\mathcal{H}(X)$ vanishes, and therefore, is singular ($\mathcal{X}, \mu$) on $E$ together with $\mathcal{H}(X)$. This completes the proof.
The wide scope of Theorem 15.1 is due to the fact that, if \( \mu(X) \) and \( \nu(X) \) are any two measures associated with the same class \( \mathcal{X} \) of measurable sets and we have at the same time \( \mu(E) < +\infty \), and \( \nu(E) < +\infty \), for a set \( E \in \mathcal{X} \), then the measure \( \nu \) can be represented on \( E \) in the form (15.2), where \( g(x) \) is a function integrable (\( \mathcal{X}, \mu \)) over the set \( E \) and \( \varphi(X) \) is a non-negative function, additive and singular (\( \mathcal{X}, \nu \)) on the same set (cf. Th. 14.6). Hence, with the above hypotheses and notation, in order that \( \int f \, d\nu = \int f \, g \, d\mu \) should hold identically on \( E \), it is necessary and sufficient that the indefinite integral \( \int f \, d\nu \) be absolutely continuous (\( \mathcal{X}, \mu \)) on \( E \). This condition is clearly satisfied whenever the measure \( \nu(X) \) is itself absolutely continuous (\( \mathcal{X}, \mu \)).
CHAPTER II.

Carathéodory measure.

§ 1. Preliminary remarks. In the preceding chapter, we supposed given a priori a certain class of sets, together with a measure defined for the sets of this class. A different procedure is usually adopted in theories dealing with special measures. We then begin by determining, as an outer measure, a non-negative function of a set, defined for all sets of the space considered, and it is only a posteriori that we determine a class of measurable sets for which the given outer measure is additive.

An abstract form of these theories, possessing both beauty and generality, is due to C. Carathéodory [I]. The account that we give of it in this chapter, is based on that of H. Hahn [I, Chap. VI], in which the results of Carathéodory are formulated for arbitrary metrical spaces. This account will be preceded by two §§ describing the notions that are fundamental in general metrical spaces.

§ 2. Metrical space. A space $M$ is metrical if to each pair $a$ and $b$ of its points there corresponds a non-negative number $\varphi(a, b)$, called distance of the points $a$ and $b$, that satisfies the following conditions: (i) $\varphi(a, b)=0$ is equivalent to $a=b$, (ii) $\varphi(a, b)=\varphi(b, a)$, (iii) $\varphi(a, b)+\varphi(b, c)\geq\varphi(a, c)$. In this chapter, we shall suppose that a metrical space $M$ is fixed, and that all sets of points that arise, are located in $M$.

The notation that we shall use, is as follows. A point $a$ is limit of a sequence $\{a_n\}$ of points in $M$, and we write $a=\lim_{n} a_n$, if $\lim_{n} \varphi(a, a_n)=0$. Every sequence possessing a limit point is said to
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be convergent. Given a set \( M \), the upper bound of the numbers \( p(a, b) \) subject to \( a \in M \) and \( b \in M \) is called diameter of \( M \) and is denoted by \( \delta(M) \). The set \( M \) is bounded if \( \delta(M) \) is finite. For a class \( \mathcal{M} \) of sets, the upper bound of the numbers \( \delta(M) \) subject to \( M \in \mathcal{M} \) is denoted by \( \Delta(\mathcal{M}) \) and called characteristic number of \( \mathcal{M} \).

By the distance \( q(a, A) \) of a point \( a \) and a set \( A \), we mean the lower bound of the numbers \( p(a, x) \) subject to \( x \in A \), and by the distance \( q(A, B) \) of two sets \( A \) and \( B \), the lower bound of the numbers \( q(x, y) \) for \( x \in A \) and \( y \in B \).

We call neighbourhood of a point \( a \) with radius \( r > 0 \), or open sphere \( S(a; r) \) of centre \( a \) and radius \( r \), the set of all points \( x \) such that \( q(a, x) < r \). The set of all points \( x \) such that \( q(a, x) \leq r \) is called closed sphere of centre \( a \) and radius \( r \), and is denoted by \( \overline{S}(a; r) \).

A point \( a \) is termed point of accumulation of a set \( A \), if every neighbourhood of \( a \) contains infinitely many points of \( A \). The set \( A' \) of all points of accumulation of \( A \) is termed derived set of \( A \). The set \( A + A' \), that we denote by \( \overline{A} \), is termed closure of \( A \). If \( A = \overline{A} \), the set \( A \) is said to be closed. The points of a set, other than its points of accumulation, are termed isolated. A set is isolated, if all its points are isolated. We call perfect, any closed set not containing isolated points.

A point \( a \) of a set \( A \) is said to be an internal point of \( A \), if there exists a neighbourhood of \( a \) contained in \( A \). The set of all the internal points of a set \( A \) is called interior of \( A \) and denoted by \( A^\circ \). The set \( \overline{A} - A^\circ \) is termed boundary of \( A \). If \( A = A^\circ \), the set \( A \) is said to be open. Two sets \( A \) and \( B \) are called non-overlapping, if \( A \cdot B^\circ = B \cdot A^\circ = 0 \).

The class of all open sets will be denoted by \( \mathcal{G} \) and that of all closed sets by \( \mathcal{F} \). In accordance with the convention adopted in § 2 of Chap. I, p. 5, open and closed sets will also be termed sets \( (\mathcal{G}) \) and sets \( (\mathcal{F}) \) respectively. We see at once that the complement of any set \( (\mathcal{G}) \) is a set \( (\mathcal{F}) \) and vice-versa.

The sum of a finite number or of an infinity of open sets, as well as the common part of a finite number of such sets, is always an open set. Any common part of a finite number, or of an infinity, of closed sets, and also any sum of a finite number of such sets,
are closed sets. Nevertheless, the sets \((\mathcal{F}_0)\) and \((\mathcal{G}_0)\) (cf. Chap. I, § 2, p. 5) do not in general coincide with the sets \((\mathcal{F})\) and \((\mathcal{G})\), although every set \((\mathcal{F})\) is clearly a set \((\mathcal{F}_0)\) and, at the same time, a set \((\mathcal{G}_0)\); for, if \(F\) is a closed set and \(G_n\) denotes the set of the points \(x\) such that \(\varrho(x, F) < 1/n\), we have \(F = \bigcap G_n\), where \(G_n\) are open. The corresponding result for the sets \((\mathcal{G})\) is obtained by passing to the complementary sets. Moreover, it follows that any set expressible as the common part of a set \((\mathcal{F})\) and a set \((\mathcal{G})\) is both a set \((\mathcal{F}_0)\) and a set \((\mathcal{G}_0)\).

We shall denote by \(\mathcal{B}\), the smallest additive class that includes all closed sets (cf. Chap. I, Th. 4.2). This class, clearly, includes also all sets \((\mathcal{G}_0)\) and \((\mathcal{F}_0)\). The sets \((\mathcal{B})\) are also termed measurable \((\mathcal{B})\) (in accordance with Chap. I, § 4, p. 7). They are known as Borel sets.

We shall also give a few “relative” definitions having reference to a set \(M\). The common part of \(M\) with any closed set is closed in \(M\); we see at once that, for a set \(P \subseteq M\) to be closed in \(M\), it is necessary and sufficient that \(P = M \cdot \overline{P}\), i.e. that the set \(P\) contains all its points of accumulation belonging to \(M\). Similarly, any set expressible as the common part of \(M\) and an open set is termed open in \(M\).

Any set of the form \(M \cdot S(a; r)\), where \(a \in M\) and \(r > 0\), is called portion of \(M\). If every portion of \(M\) contains points of a set \(A\), i.e. if \(\overline{A} \supset M\), the set \(A\) is said to be everywhere dense in \(M\). If a set \(B\) is not everywhere dense in any portion of \(M\), i.e. if no portion of \(M\) is contained in \(\overline{B}\), the set \(B\) is said to be non-dense in \(M\). In other words, a set \(B\) is non-dense in \(M\), if, and only if, each portion of \(M\) contains a portion in which there are no points of \(B\). It follows at once that the sum of a finite number of sets non-dense in the set \(M\) is itself non-dense in \(M\). The sets expressible as sums of a finite orenumerably infinite number of sets non-dense in \(M\) are termed (according to R. Baire [1]) sets of the first category in \(M\), and the sets not so expressible are termed sets of the second category in \(M\). In all these terms, the expression “in \(M\)” is omitted when \(M\) coincides with the whole space; thus, by “non-dense sets”, we mean sets whose closures contain no sphere and by “sets of the first category”, enumerable sums of such sets.

A set \(M\) is called separable, if it contains an enumerable subset everywhere dense in \(M\).
§ 3. Continuous and semi-continuous functions. If \( f(x) \) is a function of a point, defined on a set \( A \) containing the point \( a \), we shall denote by \( M_A(f; a; r) \) and \( m_A(f; a; r) \), respectively, the upper and lower bounds of the values assumed by \( f(x) \) on the portion \( A \cdot S(a; r) \) of the set \( A \). When \( r \) tends to 0, these two bounds converge monotonely towards two limits (finite or infinite) which we shall call respectively maximum and minimum of the function \( f(x) \) on the set \( A \) at the point \( a \), and denote by \( M_A(f; a) \) and \( m_A(f; a) \). Their difference \( o_A(f; a) = M_A(f; a) - m_A(f; a) \) will be called oscillation of \( f(x) \) on \( A \) at \( a \). We clearly have

\[
(3.1) \quad m_A(f; a) \leq f(a) \leq M_A(f; a) \quad \text{for every point } a \in A. 
\]

If \( f(a) = m_A(f; a) \), the function \( f(x) \) is said to be lower semi-continuous on the set \( A \) at the point \( a \); similarly, if \( f(a) = M_A(f; a) \), the function \( f(x) \) is upper semi-continuous on \( A \) at \( a \). If both conditions hold together, and if \( f(x) \) is finite at the point \( a \), i.e. if \( m_A(f; a) = M_A(f; a) = \pm \infty \), the function \( f(x) \) is termed continuous on \( A \) at the point \( a \). Functions having the appropriate property at all points of the set \( A \), will be termed simply lower semi-continuous, or upper semi-continuous, or continuous, on \( A \). In all these terms and symbols, we usually omit all reference to \( A \), when the latter is an open set (in particular, the whole space), or when \( A \) is kept fixed, in which case the omission causes no ambiguity.

From these definitions we conclude at once that, if \( f(x) \) is upper semi-continuous, the function \(-f(x)\) is lower semi-continuous, and vice-versa; and further, that, if two functions are upper (or lower) semi-continuous, so is their sum (supposing, of course, that the functions to be added do not assume at any point infinite values of opposite signs).

\[
(3.2) \quad \text{Theorem. For every function } f(x) \text{ defined on a set } A, \text{ the set of the points of } A \text{ at which } f(x) \text{ is not continuous on } A, \text{ is the common part of the set } A \text{ with a set } \mathcal{F}_a. 
\]

\[
\text{Proof. Let us denote by } F_n \text{ the set of the points } x \text{ of } A \text{ at which either } f(x) = \pm \infty, \text{ or } o_A(f; x) \geq 1/n. \text{ The set } F = \bigcup_n F_n \text{ consists of all the points of } A \text{ at which the function } f(x) \text{ is not continuous. Now it is easy to see that each of the sets } F_n \text{ is closed in } A, \text{ i.e. that } F_n = A \cdot F_n. \text{ Therefore } F \text{ is the common part of } A \text{ and the set } \bigcup_n F_n, \text{ which is a set } \mathcal{F}_a. 
\]
(3.3) Theorem. For a function of a point $f(x)$ to be upper [lower] semi-continuous on a set $A$, it is necessary and sufficient that, for each number $a$, the set

$$E_x [x \in A ; f(x) \geq a] [E_x [x \in A ; f(x) \leq a]]$$

be closed in $A$, i.e. expressible as the common part of $A$ with a set $(\exists)$.

Proof. We need only consider the case of upper semi-continuous functions, as the other case follows by change of sign.

Let $f(x)$ be a function upper semi-continuous on $A$, $a$ an arbitrary number, and $x_0 \in A$ a point of accumulation of the set (3.4). For each $r>0$, the sphere $S(x_0; r)$ then contains points of that set, and this requires $M_A(f; x_0; r) \geq a$ and so $M_A(f; x_0) \geq a$. Since by hypothesis $M_A(f; x_0) = f(x_0)$, we derive $f(x_0) \geq a$, so that $x_0$ belongs to the set (3.4). This set is thus closed in $A$.

Suppose, conversely, that the set (3.4) is closed in $A$ for each $a$. Since the relation $M_A(f; x) = f(x)$ is evident for any $x$ at which $f(x) = +\infty$, let $x_0$ be a point at which $f(x_0) < +\infty$, and $a$ any number greater than $f(x_0)$. The set (3.4) is closed in $A$ and does not contain $x_0$, and so, for a sufficiently small value $r_a$ of $r$, contains no point of the sphere $S(x_0; r)$. Thus $M_A(f; x_0) \leq M_A(f; x_0; r_a) \leq a$ for every number $a > f(x_0)$, and hence $M_A(f; x_0) \leq f(x_0)$, which, by (3.1), requires $M_A(f; x_0) = f(x_0)$.

An immediate consequence of Theorem 3.3 (cf. Chap. I, § 7, particularly p. 13) is the following

(3.5) Theorem. Every function semi-continuous on a set ($\mathcal{B}$) is measurable ($\mathcal{B}$) on this set. More generally, if $\mathcal{X}$ is any additive class of sets including all closed sets (and so all sets measurable ($\mathcal{B}$)), every function semi-continuous on a set ($\mathcal{X}$) is measurable ($\mathcal{X}$) on this set.

§ 4. Carathéodory measure. A function of a set $\Gamma(X)$, defined and non-negative for all sets of the space $\mathcal{M}$, will be called outer measure in the sense of Carathéodory, if it fulfills the following conditions:

\begin{align*}
(C_1) & \quad \Gamma(X) \leq \Gamma(Y) \quad \text{whenever} \quad X \subseteq Y, \\
(C_2) & \quad \Gamma(\bigcup_i X_i) \leq \sum_i \Gamma(X_i) \quad \text{for each sequence } \{X_i\} \text{ of sets,} \\
(C_3) & \quad \Gamma(X + Y) = \Gamma(X) + \Gamma(Y) \quad \text{whenever} \quad \delta(X, Y) > 0.
\end{align*}
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It should be noted that of these three conditions, the last one, only, has a metrical character. Now in this §, as well as in the §§ 5 and 6, we shall use only properties \((C_1)\) and \((C_2)\) of the Carathéodory measure. Hence all the results of these §§ remain valid in a perfectly arbitrary abstract space.

In order to simplify the wording, we shall suppose, in the rest of this chapter, except in § 8 which is concerned with certain special measures, that an outer Carathéodory measure \(\Gamma(X)\) is uniquely determined in the space considered.

A set \(E\) will be termed **measurable with respect to the given outer measure** \(\Gamma(X)\), if the relation \(\Gamma(P+Q) = \Gamma(P) + \Gamma(Q)\) holds for every pair of sets \(P\) and \(Q\) contained, respectively, in the set \(E\) and in its complement \(CE\), what amounts to the same, if \(\Gamma(X) = \Gamma(X.E) + \Gamma(X.CE)\) holds for every set \(X\). By condition \((C_2)\) this last relation may be replaced by the inequality \(\Gamma(X) \geq \Gamma(X.E) + \Gamma(X.CE)\).

The class of all the sets that are measurable with respect to \(\Gamma\), will be denoted by \(\mathcal{Q}_I\). We see at once that this class includes all the sets \(X\) for which \(\Gamma(X) = 0\) (in particular, it includes the empty set). Moreover it is clear that complements of sets \(\mathcal{Q}_I\) are also sets \(\mathcal{Q}_I\).

The main object of this § is to establish the additivity of the class \(\mathcal{Q}_I\) (in the sense of Chap. I, § 4) and to prove that the function \(\Gamma(X)\) is a measure \((\mathcal{Q}_I)\) in the sense of Chap. I, § 9. This result will constitute Theorems 4.1 and 4.5.

\[(4.1)\textbf{Theorem. If } S \text{ is the sum of a sequence } \{X_n\}_{n=1,2,\ldots} \text{ of sets } (\mathcal{Q}_I) \text{ no two of which have common points, the set } S \text{ is again a set } (\mathcal{Q}_I) \text{ and } \Gamma(S) = \sum \Gamma(X_n); \text{ more generally, for each set } Q \]

\[
(4.2) \quad \Gamma(Q) = \sum \Gamma(Q.X_n) + \Gamma(Q.CS).
\]

\[\textbf{Proof. Let } S_k = \sum_{n=1}^{k} X_n. \text{ We begin by proving inductively that all the sets } S_k \text{ are measurable with respect to } \Gamma, \text{ and that, for each } k \text{ and for every set } Q,\]

\[
(4.3) \quad \Gamma(Q) \geq \sum_{n=1}^{k} \Gamma(Q.X_n) + \Gamma(Q.CS_k).
\]

Suppose indeed, that \(S_p\) is a set \((\mathcal{Q}_I)\) and that the inequality \((4.3)\) holds for every set \(Q\), when \(k = p\). Since \(X_{p+1}\) is, by hypothesis, a set \((\mathcal{Q}_I)\) and \(S_p.X_{p+1} = 0\), we then have
\[ \Gamma(Q) = \Gamma'(Q \cdot X_{p+1}) + \Gamma(Q \cdot CX_{p+1}) = \\
= \Gamma(Q \cdot X_{p+1}) + \Gamma(Q \cdot CX_{p+1} \cdot S_p) + \Gamma(Q \cdot CX_{p+1} \cdot CS_p) = \\
= \Gamma(Q \cdot X_{p+1}) + \Gamma(Q \cdot S_p) + \Gamma(Q \cdot CS_{p+1}) \geq \sum_{n=1}^{p+1} \Gamma(Q \cdot X_n) + \Gamma(Q \cdot CS_{p+1}) \]

and this is (4.3) for \( k = p + 1 \). In view of condition (C_2), p. 43, it follows further that \( \Gamma(Q) \geq \Gamma(Q \cdot S_{p+1}) + \Gamma(Q \cdot CS_{p+1}) \), which proves that \( S_{p+1} \) is a set (\( \mathcal{L}_I \)).

Combining the inequality (4.3), thus established, with the inequality \( \Gamma(Q \cdot CS_k) \geq \Gamma(Q \cdot CS) \), we obtain, by making \( k \to \infty \), the inequality \( \Gamma(Q) \geq \sum_{n=1}^{\infty} \Gamma(Q \cdot X_n) + \Gamma(Q \cdot CS) \), and from this (4.2) follows on account of condition (C_2).

Finally, the same condition enables us to derive from (4.2) that \( \Gamma(Q) \geq \Gamma(Q \cdot S) + \Gamma(Q \cdot CS) \), and this shows that \( S \) is a set (\( \mathcal{L}_I \)) and completes the proof.

(4.4) **Lemma.** The difference of two sets (\( \mathcal{L}_I \)) is itself a set (\( \mathcal{L}_I \)).

**Proof.** Let \( X \in \mathcal{L}_I \) and \( Y \in \mathcal{L}_I \), and let \( P \) and \( Q \) be any two sets such that \( P \subseteq X - Y \) and \( Q \subseteq C(X - Y) \). Write \( Q_1 = Q \cdot Y \) and \( Q_2 = Q \cdot CY \). Making successive use of the three pairs of inclusions \( Q_1 \subseteq Y \), \( Q_2 \subseteq CY \); \( P \subseteq X \), \( Q_2 \subseteq C(X - Y) \cdot CY \subseteq CX \); and \( Q_1 \subseteq Y \), \( P + Q_2 \subseteq CY \), we find \( \Gamma(P) + \Gamma(Q) = \Gamma'(P) + \Gamma'(Q_1) + \Gamma'(Q_2) = \\
= \Gamma(P + Q_2) + \Gamma(Q_1) = \Gamma(P + Q) \), which shows that \( X - Y \) is a set (\( \mathcal{L}_I \)) and completes the proof.

(4.5) **Theorem.** \( \mathcal{L}_I \) is an additive class of sets in the space \( M \).

**Proof.** We have already remarked (p. 44) that the empty set and that complements of sets (\( \mathcal{L}_I \)) are sets (\( \mathcal{L}_I \)). To verify the third condition (iii) for additivity (cf. Chap. I, § 4, p. 7), let us observe firstly that, on account of Lemma 4.4 and of the identity \( X \cdot Y = X - CY \), the common part of any two sets (\( \mathcal{L}_I \)) is itself a set (\( \mathcal{L}_I \)). This result extends by induction to common parts of any finite number of sets (\( \mathcal{L}_I \)) and, with the help of the identity \( \sum X_i = C \cup CX_i \), we pass to the similar result for finite sums of sets. Finally, if \( X \) is the sum of an infinite sequence \( \{X_n\}_{n=1, 2, \ldots} \) of sets (\( \mathcal{L}_I \)), we have \( X = S_1 + \sum_{n=1}^{\infty} (S_{n+1} - S_n) \) where \( S_n = \sum_{k=1}^{n} X_k \). Now, clearly, of the sets \( S_1 \) and \( S_{n+1} - S_n \), no two have common points, and, moreover, by the results already proved, they all belong to the class \( \mathcal{L}_I \). Consequently, to ascertain that \( X \) is a set (\( \mathcal{L}_I \)), we have only to apply Theorem 4.1. The class \( \mathcal{L}_I \) is thus additive.
Theorem 4.5 connects the considerations of this chapter with those of the preceding one. Thus, in accordance with the conventions adopted in Chap. I, pp. 7 and 16, the sets \( \mathcal{G}_f \) may be termed sets measurable \( (\mathcal{G}_f) \), and \( \Gamma(X) \) may, for \( X \in \mathcal{G}_f \), be regarded as a measure associated with the class \( \mathcal{G}_f \). This class, together with the measure \( \Gamma \), determines further the notions of functions measurable \( (\mathcal{G}_f) \), of integral \( (\mathcal{G}_f, \Gamma) \), of additive function of a set \( (\mathcal{G}_f) \) absolutely continuous \( (\mathcal{G}_f, \Gamma) \), and the other notions defined generally in Chap. I. Since the outer measure \( \Gamma \) determines already the class \( \mathcal{G}_f \), we shall omit in the sequel the symbol representing this class, whenever the notation makes explicit reference to the outer measure; thus we shall say "function integrable \( (\mathcal{G}_f, \Gamma) \)" instead of "function integrable \( (\mathcal{G}_f, \Gamma) \) and the integral \( (\Gamma) \) of a function \( f(x) \) over a set \( E \) will be denoted simply by \( \int_E f(x) \, d\Gamma(x) \), instead of by \( (\mathcal{G}_f) \int_E f(x) \, d\Gamma(x) \).

In accordance with Chap. I, § 9, the value taken by \( \Gamma(X) \) for a set \( X \) measurable \( (\mathcal{G}_f) \) will be termed measure \( (\Gamma) \) of \( X \); when \( X \) is quite arbitrary, this value will be called its outer measure \( (\Gamma)^* \).

If \( E_0 \) is a subset of a set \( E \) such that \( \Gamma(E - E_0) = 0 \), then for any function \( f(x) \) on \( E \) the measurability \( (\mathcal{G}_f) \) of \( f \) on \( E \) is equivalent to its measurability \( (\mathcal{G}_f, \Gamma) \) on \( E_0 \). This remark and Theorem 11.8, Chap. I, justify the following convention:

If a function \( f(x) \) is defined only almost everywhere \( (\mathcal{G}_f) \) on a set \( E \), then, \( E_0 \) denoting the set of the points of \( E \) at which \( f(x) \) is defined, by measurability \( (\mathcal{G}_f) \), integrability \( (\Gamma) \) and integral \( (\Gamma) \) of \( f \) on the set \( E \) we shall mean those on the set \( E_0 \).

Let us note two further theorems.

(4.6) **Theorem.** Given an arbitrary set \( E \), (i) \( \Gamma(E \cdot \Sigma X_n) = \Sigma \Gamma(E \cdot X_n) \) for every sequence \( \{X_n\} \) of sets measurable \( (\mathcal{G}_f) \) no two of which have common points, (ii) \( \Gamma(E \cdot \lim\sup X_n) = \lim\sup \Gamma(E \cdot X_n) \) for every ascending sequence \( \{X_n\} \) of sets measurable \( (\mathcal{G}_f) \), and this relation remains valid for descending sequences provided, however, that \( \Gamma(E \cdot X_1) \neq \infty \), (iii) more generally, for every sequence \( \{X_n\} \) of sets measurable \( (\mathcal{G}_f) \) \( \Gamma(E \cdot \lim\inf X_n) \leq \lim\inf \Gamma(E \cdot X_n) \), and, if further \( \Gamma(E \cdot \Sigma X_n) \neq \infty \), then also \( \Gamma(E \cdot \lim\sup X_n) \geq \lim\sup \Gamma(E \cdot X_n) \).
Part (i) of this theorem is contained in Theorem 4.1, and parts (ii) and (iii) follow easily from (i) (cf. Chap. I, the proofs of Theorems 5.1 and 9.1).

A part of Theorem 4.6 will be slightly further generalized. Given a set $E$, let us denote, for any set $X$, by $\Gamma_E^o(X)$ the lower bound of the values taken by $\Gamma(E \cdot Y)$ for the sets $Y$ measurable ($\mathcal{L}_r$) that contain $X$.

(4.7) Theorem. Given a set $E$, (i) to every set $X$ corresponds a set $X^0 \supseteq X$ measurable ($\mathcal{L}_r$) such that $\Gamma_E^o(X) = \Gamma(E \cdot X^0)$, (ii) $\Gamma(E \cdot \liminf X_n) \leq \Gamma_E^o(\liminf X_n) \leq \liminf \Gamma_E^o(X_n)$ for every sequence $\{X_n\}$ of sets, and, in particular, $\Gamma(E \cdot \lim X_n) \leq \liminf \Gamma_E^o(X_n) = \lim \Gamma_E^o(X_n)$ for every ascending sequence $\{X_n\}$.

Proof. re (i). For every positive integer $n$ there is a set $Y_n \supseteq X$, measurable ($\mathcal{L}_r$), such that $\Gamma(E \cdot Y_n) \leq \Gamma_E^o(X) + 1/n$. Writing $X^0 = \bigcap Y_n$, we verify at once that the set $X^0$ has the required properties.

re (ii). Taking (i) into account, let us associate with each set $X_n$ a set $X_n^0 \supseteq X_n$, measurable ($\mathcal{L}_r$) and such that $\Gamma(E \cdot X_n^0) = \Gamma_E^o(X_n)$. The set $\liminf X_n^0 \supseteq \liminf X_n$ is measurable ($\mathcal{L}_r$) and, we therefore have, by Theorem 4.6 (iii)

$\Gamma_E^o(\liminf X_n) \leq \Gamma(E \cdot \liminf X_n^0) \leq \liminf \Gamma(E \cdot X_n^0) = \lim \Gamma_E^o(X_n)$.

The second part of (ii) follows at once from the first part.

* § 5. The operation (A). We shall establish here that measurability ($\mathcal{L}_r$) is an invariant of a more general operation than those of addition and multiplication of sets.

We call determining system, any class of sets $\mathcal{U} = \{A_n, n_2, ..., n_k\}$ in which with each finite sequence of positive integers $n_1, n_2, ..., n_k$ there is associated a set $A_{n_1, n_2, ..., n_k}$. The set

$$\sum_{n_1, n_2, ..., n_k} A_{n_1, n_2, ..., n_k} \cdots A_{n_1, n_2, ..., n_k} \cdots$$

where the summation extends over all infinite sequences of indices $n_1, n_2, ..., n_k$, ..., is called nucleus of the determining system $\mathcal{U}$ and denoted by $N(\mathcal{U})$. The operation leading from a determining system to its nucleus is often called the operation (A).
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The operation \((A)\) was first defined by M. Souslin [1] in 1917. When applied to Borel sets, it leads to a wide class of sets (following N. Lusin, we call them analytic) and these play an important part in the theory of sets, in the theory of real functions, and even in some problems of classical type. A systematic account of the theory of these sets will be found in the treatises of H. Hahn [II], F. Hausdorff [II], C. Kuratowski [I], N. Lusin [II] and W. Sierpiński [II].

We mentioned at the beginning of this § that the operation \((A)\) includes those of addition and of multiplication of sets. This remark must be understood as follows: If \(\mathcal{M}\) is a class of sets such that the nucleus of every determining system formed of sets \((\mathcal{M})\) itself belongs to \(\mathcal{M}\), then the sum and the common part of every sequence \(\{N_i\}\) of sets \((\mathcal{M})\) are also sets \((\mathcal{M})\). In fact, writing \(P_{n_1, n_2, \ldots, n_k} = N_{n_1}\) and \(Q_{n_1, n_2, \ldots, n_k} = N_k\) we see at once that the nuclei of the determining systems \(\{P_{n_1, n_2, \ldots, n_k}\}\) and \(\{Q_{n_1, n_2, \ldots, n_k}\}\) coincide respectively with the sum and with the common part of the sequence \(\{N_i\}\). Thus, Theorem 5.5, now to be proved, will complete the result contained in Theorem 4.5, and in conjunction with Theorem 7.4, establish measurability \((\mathcal{U})\) for analytic sets in any metrical space (cf. N. Lusin and W. Sierpiński [I], N. Lusin [3, pp. 25–26], and W. Sierpiński [12; 15]). The proof of this can be simplified if we assume regularity of the outer measure \(\lambda'(\mathcal{F})\) (cf. § 6) (see C. Kuratowski [I, p. 58]).

With every determining system \(\mathcal{U} = \{A_{n_1, n_2, \ldots, n_k}\}\), we shall also associate the following sets. \(N_{h_1, h_2, \ldots, h_s}(\mathcal{U})\) will denote, for each finite sequence \(h_1, h_2, \ldots, h_s\) of positive integers, the sum (5.1) extended over all sequences, \(n_1, n_2, \ldots, n_k, \ldots\) such that \(n_i \leq h_i\) for \(i = 1, 2, \ldots, s\). We see at once that the sequence \(\{N_{h_1, h_2, \ldots, h_k}(\mathcal{U})\}_{h=1,2,\ldots}\) is monotone ascending and that

\[
N(\mathcal{U}) = \lim_{h \to \infty} N_{h_1, h_2, \ldots, h_k}(\mathcal{U}), \quad N_{h_1, h_2, \ldots, h_k}(\mathcal{U}) = \lim_{h \to \infty} N_{h_1, h_2, \ldots, h_k, h}(\mathcal{U}).
\]

Further, for every sequence of positive integers \(h_1, h_2, \ldots, h_k, \ldots\), we shall write

\[
N_{h_1}(\mathcal{U}) = \sum_{n_1 \equiv h_1} A_{n_1}, \quad N_{h_1, h_2}(\mathcal{U}) = \sum_{n_1 \equiv h_1, n_2 \equiv h_2} A_{n_1, n_2}, \ldots
\]

\[
N_{h_1, h_2, \ldots, h_k}(\mathcal{U}) = \sum_{n_1 \equiv h_1, n_2 \equiv h_2, \ldots, n_k \equiv h_k} A_{n_1, n_2, \ldots, n_k}, \ldots
\]

We see directly that if the sets of the determining system \(\mathcal{U}\) belong to a class of sets \(\mathcal{M}\), the sets \(N_{h_1, h_2, \ldots, h_k}(\mathcal{U})\) belong to the class \(\mathcal{M}_{\delta\sigma}\).
(5.3) **Lemma.** For every determining system \( \mathcal{A} = \{A_{n_1, n_2, \ldots, n_k}\} \) and for every sequence of positive integers \( h_1, h_2, \ldots, h_k, \ldots \)

\[
(5.4) \quad N_{h_1}(\mathcal{A}) \cdot N_{h_1, h_2}(\mathcal{A}) \cdot \ldots \cdot N_{h_1, h_2, \ldots, h_k}(\mathcal{A}) \cdot \ldots \subseteq N(\mathcal{A}).
\]

**Proof.** Let \( x \) be any point belonging to the left-hand side of (5.4). We shall show firstly that a positive integer \( n_0 \leq h_1 \) can be chosen so that, for each \( k \geq 2 \), the point \( x \) belongs to a set \( A_{n_1} \cdot A_{n_1, n_2} \cdot \ldots \cdot A_{n_1, n_2, \ldots, n_k} \) for which \( n_1 = n_0 \) and \( n_i \leq h_i \) for \( i = 2, 3, \ldots, k \). Indeed, if there were no such integer \( n_0 \), we could associate with each index \( n \leq h_1 \), a positive integer \( k_n \), such that \( x \) belongs to no product \( A_n \cdot A_{n, n_2} \cdot \ldots \cdot A_{n, n_2, \ldots, n_k} \) for which \( n_i \leq h_i \) when \( i = 2, 3, \ldots, k_n \). Denote by \( p_1 \) the greatest of the numbers \( k_1, k_2, \ldots, k_{h_1} \). The point \( x \) thus belongs to none of the sets \( A_{n_1} \cdot A_{n_1, n_2} \cdot \ldots \cdot A_{n_1, n_2, \ldots, n_{p_1}} \) for which \( n_i \leq h_i \) when \( i = 1, 2, \ldots, p_1 \), and therefore is not contained in their sum \( N_{h_1, h_2, \ldots, h_{p_1}}(\mathcal{A}) \). This is a contradiction since, by hypothesis, \( x \) is an element of the left-hand side of (5.4).

After the index \( n_0 \), we can determine afresh an index \( n_2 \leq h_2 \), so that, for each \( k \geq 3 \), the point \( x \) belongs to a set \( A_{n_1} \cdot A_{n_1, n_2} \cdot \ldots \cdot A_{n_1, n_2, \ldots, n_k} \) for which \( n_1 = n_0, n_2 = n_2 \) and \( n_i \leq h_i \) when \( i = 3, 4, \ldots, k \). For, if there were no such index, we could find, as previously, a positive integer \( p_2 \geq 3 \) such that \( x \) belongs to no product \( A_{n_1} \cdot A_{n_1, n_2} \cdot \ldots \cdot A_{n_1, n_2, \ldots, n_{p_2}} \), for which \( n_1 = n_0 \) and \( n_i \leq h_i \) when \( i = 2, 3, \ldots, p_2 \). And this would contradict the definition of the index \( n_0 \).

Proceeding in this way, we determine an infinite sequence of indices \( \{n_0, n_2, n_4, \ldots\} \) such that \( n_i \leq h_i \) when \( i = 1, 2, \ldots \) and such that \( x \in A_{n_0} \cdot A_{n_0, n_2} \cdot \ldots \cdot A_{n_0, n_2, \ldots, n_k} \). Thus \( x \in N(\mathcal{A}) \), and this completes the proof.

Lemma 5.3 is due to W. Sierpiński [13]. The proof contains a slightly more precise result than is expressed by the relation (5.4) and shows that the left-hand side of that relation coincides with the sum (5.1), when the latter is extended only to systems of indices \( n_1, n_2, \ldots, n_k \); restricted to satisfy \( n_1 \leq h_1, n_2 \leq h_2, \ldots, n_k \leq h_k \).

Let us call **degenerate**, a determining system \( \{A_{n_1, n_2, \ldots, n_k}\} \) such that, for some sequence \( \{h_k\} \) of positive integers, we have \( A_{n_1, n_2, \ldots, n_k} = 0 \) whenever \( n_k > h_k \). Then, for this sequence \( \{h_k\} \), the relation of inclusion (5.4) becomes an identity and we are led to the following theorem:

If a degenerate determining system consists of sets belonging to a class \( \mathcal{M} \), its nucleus is a set \( (\mathcal{M}_{\text{deg}}) \). A similar theorem cannot hold for non-degenerate systems: in fact, as shown by M. Souslin, the operation (A) applied to Borel sets (and even to linear segments) may lead to sets that are not Borel sets (cf. F. Hausdorff [II, p. 182-184]).
(5.5) **Theorem.** The nucleus of any determining system $\mathcal{U} = \{A_{n_1, n_2, \ldots, n_k}\}$ consisting of sets measurable $(\mathcal{L}_I)$ is itself measurable $(\mathcal{L}_I)$.

**Proof.** Let us write, for short,

$$ N = N(\mathcal{U}), \quad N^{n_1, n_2, \ldots, n_k} = N^{n_1, n_2, \ldots, n_k}(\mathcal{U}), \quad N_{n_1, n_2, \ldots, n_k} = N_{n_1, n_2, \ldots, n_k}(\mathcal{U}). $$

We have to show that, for any set $E$

$$ (5.6) \quad \Gamma(E) \geq \Gamma(E \cdot N) + \Gamma(E \cdot CN). $$

We may assume that $\Gamma(E) < \infty$, since (5.6) is evidently fulfilled in the opposite case.

Let us denote (as in § 4, p. 47) by $\Gamma_E^0(X)$ the lower bound of the values of $\Gamma(E \cdot Y)$ for sets $Y \supset X$ measurable $(\mathcal{L}_I)$ and let $\varepsilon$ be an arbitrary positive number. Taking into account (5.2) and Theorem 4.7, we readily define by induction a sequence of positive integers $\{h_k\}$ such that $\Gamma_E^0(N^{h_1}) \geq \Gamma(E \cdot N) - \varepsilon/2$ and

$$ \Gamma_E^0(N^{h_1, h_2, \ldots, h_k}) \geq \Gamma_E^0(N^{h_1, h_2, \ldots, h_{k-1}}) - \varepsilon/2^k \quad \text{for} \quad k = 2, 3, \ldots. $$

Thus the sets $N_{n_1, n_2, \ldots, n_k} \supset N^{n_1, n_2, \ldots, n_k}$ being measurable $(\mathcal{L}_I)$ together with the $A_{n_1, n_2, \ldots, n_k}$

$$ \Gamma(E \cdot N_{h_1, h_2, \ldots, h_k}) \geq \Gamma(E \cdot N^{h_1, h_2, \ldots, h_k}) \geq \Gamma(E \cdot N) - \varepsilon $$

for each $k$, and therefore

$$ (5.7) \quad \Gamma(E) = \Gamma(E \cdot N_{h_1, h_2, \ldots, h_k}) + \Gamma(E \cdot CN_{n_1, n_2, \ldots, n_k}) \geq \Gamma(E \cdot N) + \Gamma(E \cdot CN_{h_1, h_2, \ldots, h_k}) - \varepsilon. $$

Now the sequence of sets $\{N^{h_1, h_2, \ldots, h_k}\}_{k=1, 2, \ldots}$ is descending, and by Lemma 5.3 its limit is a subset of $N$. The sequence $\{CN_{h_1, h_2, \ldots, h_k}\}_{k=1, 2, \ldots}$ is thus ascending and its limit contains the set $CN$. Hence, making $k \to \infty$ in (5.7), we find, by Theorem 4.6(ii), the inequality $\Gamma(E) \geq \Gamma(E \cdot N) + \Gamma(E \cdot CN) - \varepsilon$, and this implies (5.6) since $\varepsilon$ is an arbitrary positive number.

**§ 6. Regular sets.** A set $X$ will be called *regular* (with respect to the outer measure $\Gamma$), if there exists a set $A$ measurable $(\mathcal{L}_I)$, containing $X$ and such that $\Gamma(A) = \Gamma(X)$. Every measurable set is evidently regular, and so is also every set $X$ whose outer measure $\Gamma$ is infinite, since we then have $\Gamma(X) = \Gamma(M) = \infty$. If every set of the space considered is regular with respect to the outer measure $\Gamma$, this measure is itself called *regular*; cf. H. Hahn [I, p. 432], C. Carathéodory [1; I, p. 258].
Denoting by $\Gamma^0(X)$ the lower bound of the values of $\Gamma(Y)$ for sets $Y \supset X$ measurable ($\mathcal{L}_1$), we see readily that the relation $\Gamma^0(X) = \Gamma(X)$ expresses a necessary and sufficient condition for the set $X$ to be regular. From Theorem 4.7(ii), taking for the set $E$ the whole space, we derive the following:

(6.1) **Theorem.** For any sequence $\{X_n\}$ of regular sets $\Gamma(\lim inf X_n) \leq \lim inf \Gamma'(X_n)$, and, if further the sequence $\{X_n\}$ is ascending $\Gamma(\lim X_n) = \lim \Gamma(X_n)$.

The generality and the importance of this theorem consist in that all outer measures $\Gamma$ that occur in applications satisfy the condition of regularity, and, for these measures, the last relation of Theorem 6.1 therefore holds for every ascending sequence of sets. Nevertheless, for measures that are not themselves regular, the restriction concerning regularity of the sets $X_n$ is essential for the validity of Theorem 6.1 as is shown by an example of irregular measure due to C. Carathéodory [II, pp. 693–696].

We may observe further that, for any fixed set $E$, the function of a set $\mathcal{L}(\cdot)$, defined in § 4, p. 47, is always a regular outer measure, even if the given measure $\Gamma(X)$ is not. Conditions (C$_3$) and (C$_2$) together with that of regularity, are at once seen to hold, and (C$_3$) may be derived from Theorem 7.4, according to which closed sets are measurable ($\mathcal{L}_1$).

§ 7. **Borel sets.** We shall show in this § that, independently of the choice of the outer measure $\Gamma$, the class $\mathcal{L}_1$ contains all Borel sets.

(7.1) **Lemma.** If $Q$ is any set contained in an open set $G$, and $Q_n$ denotes the set of the points $a$ of $Q$ for which $\varphi(a, CG) \geq 1/n$, then $\lim_{n} \Gamma'(Q_n) = \Gamma(Q)$.

**Proof.** Since the sequence $\{Q_n\}$ is ascending and $Q = \lim_{n} Q_n$, it suffices to show that $\lim_{n} \Gamma'(Q_n) \geq \Gamma'(Q)$. For this purpose let us write $D_n = Q_{n+1} - Q_n$. We then have $\varphi(D_{n+1}, Q_n) \geq 1/n(n+1) > 0$, provided that $D_{n+1} \neq 0$ and $Q_n \neq 0$. Hence, taking into account condition (C$_3$), p. 43, it is readily verified by induction that

(7.2) $\Gamma(Q_{2n+1}) \geq \sum_{k=1}^{n} \Gamma'(D_{2k}) = \sum_{k=1}^{n} \Gamma(D_{2k}), \Gamma(Q_{2n}) \geq \sum_{k=1}^{n} \Gamma'(D_{2k-1}) = \sum_{k=1}^{n} \Gamma(D_{2k-1})$ for every positive integer $n$. Writing, for short, $a_n = \sum_{k=n}^{\infty} \Gamma(D_{2k})$ and
b_n = \sum_{k=n+1}^{\infty} \Gamma(D_{2k-1})$, we obtain at once, by condition (C_2), p. 43, 
(7.3) \[ \Gamma(Q) \leq \Gamma(Q_{2n}) + a_n + b_n. \]

Now two possibilities arise: either both series, \( \sum_{k=1}^{\infty} \Gamma(D_{2k}) \) and \( \sum_{k=1}^{\infty} \Gamma(D_{2k-1}) \) have finite sums, or, one at least has its sum infinite. In the former case \( a_n \to 0 \) and \( b_n \to 0 \), so that, the required inequality \( \Gamma(Q) \leq \lim_{n} \Gamma(Q_n) \) follows by making \( n \to \infty \) in (7.3); while, in the latter case, the inequality is obvious, since by (7.2) we have then \( \lim_{n} \Gamma(Q_n) = \infty \).

(7.4) **Theorem.** Every set measurable (\( \mathcal{B} \)) is measurable (\( \mathcal{L}_r \)).

**Proof.** Since the class \( \mathcal{L}_r \) is additive and since \( \mathcal{B} \) is the smallest additive class including the closed sets (cf. § 2, p. 41), it is enough to prove that every closed set is measurable (\( \mathcal{L}_r \)), i. e., denoting any such a set by \( F \), that 
(7.5) \[ \Gamma'(P+Q) \geq \Gamma'(P) + \Gamma'(Q) \]
holds for every pair of sets \( P \subseteq F \) and \( Q \subseteq CF \). Since the set \( CF \) is open, there is, by Lemma 7.1, a sequence \( \{Q_n\} \) of sets such that \( Q_n \subseteq Q \), \( \varepsilon(Q_n, F) \geq 1/n \) for \( n=1, 2, ... \), and \( \lim_{n} \Gamma(Q_n) = \Gamma(Q) \). Thus \( \varepsilon(Q_n, P) \geq \varepsilon(Q_n, F) > 0 \), and so, on account of condition (C_3), p. 43, we derive \( \Gamma(P+Q) \geq \Gamma(P+Q_n) = \Gamma'(P) + \Gamma'(Q_n) \) for each \( n \), and, making \( n \to \infty \), we obtain (7.5).

The arguments of this § depend essentially on property (C_3) of outer measure, and on the metrical character of the space \( \mathcal{M} \), which did not enter into §§ 4—6. It is possible however to give to these arguments a form, independent of condition (C_3), valid for certain topological spaces that are not necessarily metrical (cf. N. Bourbaki [1]).

From the preceding theorem coupled with Theorem 3.5, we derive at once the following

(7.6) **Theorem.** (i) Every function measurable (\( \mathcal{B} \)) on a set \( E \) is measurable (\( \mathcal{L}_r \)) on \( E \). (ii) Every function that is semi-continuous on a set (\( \mathcal{L}_r \)) is measurable (\( \mathcal{L}_r \)) on this set.
§ 8. Length of a set. We shall define in this § a class of functions of a set that are outer Carathéodory measures and that play an important part in a number of applications.

Let $\alpha$ be an arbitrary positive number. Given a set $X$, we shall denote, for each $\epsilon > 0$, by $\Lambda_\alpha^{(\epsilon)}(X)$ the lower bound of the sums $\sum_{i=1}^{\infty} [\delta(X_i)]^\alpha$, for which $\{X_i\}_{i=1,2,...}$ is an arbitrary partition of $X$ into a sequence of sets that have diameters less than $\epsilon$. When $\epsilon \to 0$, the number $\Lambda_\alpha^{(\epsilon)}(X)$ tends, in a monotone non-decreasing manner, to a unique limit (finite or infinite) which we shall denote by $\Lambda_\alpha(X)$. The function of a set $\Lambda_\alpha(X)$ thus defined is an outer measure in the sense of Carathéodory. For, when $\epsilon > 0$, we clearly have (i) $\Lambda_\alpha^{(\epsilon)}(X) \leq \Lambda_\alpha^{(0)}(Y)$ if $X \subseteq Y$, (ii) $\Lambda_\alpha^{(\epsilon)}(\sum X_n) \leq \sum_n \Lambda_\alpha^{(\epsilon)}(X_n)$, if $\{X_n\}$ is any sequence of sets, and (iii) $\Lambda_\alpha^{(\epsilon)}(X + Y) = \Lambda_\alpha^{(\epsilon)}(X) + \Lambda_\alpha^{(\epsilon)}(Y)$, if $\varepsilon(X, Y) > \epsilon$. Making $\epsilon \to 0$, (i), (ii), (iii) become respectively the three conditions (C1), (C2), (C3), p. 43, of Carathéodory for $\Lambda_\alpha(X)$.

We shall prove further that the outer measure $\Lambda_\alpha$ (for any $\alpha > 0$) is regular in the sense of § 6, i.e. that every set is regular with respect to this measure. We shall even establish a more precise result, namely

\begin{equation}
\text{(8.1) Theorem. For each set } X \text{ there is a set } H \in \mathcal{G}_\delta \text{ such that } X \subseteq H \text{ and } \Lambda_\alpha(H) = \Lambda_\alpha(X).
\end{equation}

Proof. For each positive integer $n$, there is a partition of $X$ into a sequence of sets $\{X_i^{(n)}\}_{i=1,2,...}$ such that

\begin{equation}
\delta(X_i^{(n)}) < 1/2n \text{ for } i=1,2,..., \text{ and } \sum_{i=1}^{\infty} [\delta(X_i^{(n)})]^\alpha \leq \Lambda_\alpha(X) + 1/n.
\end{equation}

We can evidently enclose each set $X_i^{(n)}$ in an open set $G_i^{(n)}$ such that

\begin{equation}
\delta(G_i^{(n)}) \leq (1 + 1/n) \delta(X_i^{(n)}).
\end{equation}

Writing $H = \bigsqcup_{n=1}^{\infty} \sum G_i^{(n)}$, we see at once that $H$ is a set ($\mathcal{G}_\delta$) and that $X \subseteq H$. Moreover, for each $n$, $H = \sum_{i=1}^{\infty} H \cdot G_i^{(n)}$ and the relations (8.2) and (8.3) imply that $\delta(H \cdot G_i^{(n)}) < 1/n$ for $i = 1, 2, ...$ and that $\Lambda_\alpha^{(\epsilon)}(H) \leq \sum_{i=1}^{\infty} [\delta(H \cdot G_i^{(n)})]^\alpha \leq (1 + 1/n)^\alpha [\Lambda_\alpha(X) + 1/n]$. Making $n \to \infty$, we find in the limit $\Lambda_\alpha(H) \leq \Lambda_\alpha(X)$, and, since the converse inequality is obvious, this completes the proof.
CHAPTER II. Carathéodory measure.

In Euclidean $n$-dimensional space $\mathbb{R}^n$ (see Chap. III), the sets whose measure $(\Lambda_n)$ is zero may be identified with those of measure zero in the Lebesgue sense. By analogy, in any metrical space, sets whose measure $(\Lambda_a)$ is zero are termed sets having $a$-dimensional volume zero, and in particular, when $a = 1, 2, 3$, sets of zero length, of zero area, of zero volume, respectively. For the same reason, sets of finite measure $(\Lambda, \tau)$ are termed sets of finite $a$-dimensional volume (or of finite length, finite area, finite volume, in the cases $a = 1, 2, 3$). In particular, in $\mathbb{R}_1$, i.e. on the straight line, the outer measure $\Lambda_1$ coincides with the Lebesgue measure, and, on this account, we call the number $\Lambda_1(X)$, in general, outer length of $X$, and when $X$ is a set measurable ($\mathfrak{B}_1$), simply, length of $X$. For short, we often write $\Lambda$ instead of $\Lambda_1$.

We have mentioned only the more elementary properties of the measures $\Lambda_a$, those, namely, that we shall have some further occasion to use. For a deeper study, the reader should consult F. Hausdorff [1]. Among the researches devoted to the notion of length of sets in Euclidean spaces, special mention must be made of the important memoir of A. S. Besicovitch [1]; cf. also W. Sierpiński [1] and J. Gillis [1].

§ 9. Complete space. A metrical space is termed complete, if a sequence $\{a_n\}$ of its points converges whenever $\lim_{m,n \to \infty} \varrho(a_m, a_n) = 0$.

In any metrical space, this is evidently a necessary condition for convergence of the sequence $\{a_n\}$, but, as a rule, not a sufficient one. The following theorem concerns a characteristic property of complete spaces:

(9.1) Theorem. In a complete space, when $\{F_n\}$ is a descending sequence of closed and non-empty sets whose diameters tend to zero, the common part $\cap_n F_n$ is not empty.

Proof. Let $a_n$ be an arbitrarily chosen point of $F_n$. For $n \geq m$, we have $\varrho(a_m, a_n) \leq \delta(F_m)$, and hence $\lim_{m,n \to \infty} \varrho(a_m, a_n) = 0$. The sequence $\{a_n\}$ is thus convergent. Now the limit point of this sequence clearly belongs to all the sets $F_m$, since $a_n \in F_n \subseteq F_m$ whenever $n \geq m$, and since the sets $F_m$ are closed by hypothesis.

(9.2) Baire's theorem. In a complete space $\mathcal{M}$, every non-empty set ($\mathfrak{B}_0$) is of the second category on itself, i.e. if $H$ is a set ($\mathfrak{B}_0$) in $\mathcal{M}$ and $H = \sum_n H_n$, one at least of the sets $H_n$ is everywhere dense in a portion of $H$. 
Proof. Suppose, accordingly, that $H = \prod_{n=1}^{\infty} G_n$ where $G_n$ are open sets, and further that

\[ H = \sum_{n=1}^{\infty} H_n \]

where $H_n$ are non-dense in $H$. The partial sums of the series (9.3) are then also non-dense in $H$ (cf. § 2, p. 41), and it is easy to define inductively a descending sequence of portions $S_n$ of $H$ such that (i) $S_n \subseteq G_n$, (ii) $\sum_{j=1}^{n} H_j = 0$, (iii) $\delta(S_n) \leq 1/n$. On account of Theorem 9.1 and of (iii), the sets $S_n$ have a common point, which by (i), belongs to all the sets $G_n$, and so to $H$, while at the same time, by (ii) it belongs to none of the $H_n$. This contradicts (9.3) and proves the theorem.

The case of Theorem 9.2 that occurs most frequently, is that in which $H$ is a closed set. For closed sets in Euclidean spaces the theorem was established in 1899 by R. Baire [1]. To Baire, we owe also the fundamental applications of the theorem, which have brought out the fruitfulness and the importance of the result for modern real function theory. As regards the theorem by itself however, it was found, almost at the same time and independently by W. F. Osgood [1] in connection with some problems concerning functions of a complex variable (cf. in this connection, the interesting article by W. H. Young [7]). The general form of Theorem 9.2 is due to F. Hausdorff [I, pp. 326—328; II, pp. 138—145].

If $a$ is a non-isolated point (cf. § 2, p. 40) of a set $M$, the set $(a)$ consisting of the single point $a$ is clearly non-dense in $M$. It therefore follows from Theorem 9.2 that

(9.4) **Theorem.** In a complete metrical space, every non-empty set $(\Omega_s)$ without isolated points, and in particular every perfect set, is non-enumerable.

More precisely, by a theorem of W. H. Young [1], every set that fulfills the condition of Theorem 9.4 has the power of the continuum; cf. also F. Hausdorff [II, p. 136].
CHAPTER III.

Functions of bounded variation and the Lebesgue-Stieltjes integral.

§ 1. Euclidean spaces. In this chapter, the notions of measure that we consider undergo a further specialization. Accordingly we introduce for Euclidean spaces, a particular class of outer measures of Carathéodory, determined in a natural way by non-negative additive functions of an interval. These outer measures in their turn determine the corresponding classes of measurable sets and measurable functions, and lead to processes of integration usually known as those of Lebesgue-Stieltjes.

By Euclidean space of m dimensions $\mathbb{R}_m$, we mean the set of all systems of $m$ real numbers $(x_1, x_2, ..., x_m)$. The number $x_k$ is termed $k$-th coordinate of the point $(x_1, x_2, ..., x_m)$. The point $(0, 0, ..., 0)$ will be denoted by $0$.

By distance $d(x, y)$ of two points $x = (x_1, x_2, ..., x_m)$ and $y = (y_1, y_2, ..., y_m)$ in the space $\mathbb{R}_m$, we mean the non-negative number $[(y_1 - x_1)^2 + (y_2 - x_2)^2 + ... + (y_m - x_m)^2]^{1/2}$. Distance, thus defined, evidently fulfills the three conditions of Chap. II, p. 40, and hence Euclidean spaces may be regarded as metrical spaces. All the definitions adopted in Chap. II therefore apply in particular to spaces $\mathbb{R}_m$. In § 2 we supplement them by some definitions more exclusively restricted to Euclidean spaces.

The space $\mathbb{R}_1$ is also termed straight line and the space $\mathbb{R}_2$, plane. Accordingly, the sets in $\mathbb{R}_1$ will often be called linear, and those in $\mathbb{R}_2$ plane sets.
§ 2. Intervals and figures. Suppose given a Euclidean space $R_m$.

The set of the points $(x_1, x_2, ..., x_m)$ of $R_m$ that fulfill a linear equation $a_1 x_1 + a_2 x_2 + ... + a_m x_m = b$, where $b, a_1, a_2, ..., a_m$ are real numbers and, of these, the coefficients $a_1, a_2, ..., a_m$ do not all vanish together, is called hyperplane $a_1 x_1 + a_2 x_2 + ... + a_m x_m = b$. For each fixed $k = 1, 2, ..., m$, the hyperplanes $x_k = b$ are said to be orthogonal to the axis of $x_k$. The term hyperplane by itself, will be applied exclusively to a hyperplane orthogonal to one of the axes. In $R_1$, hyperplanes coincide with points. In $R_2$ and $R_3$ they are respectively straight lines and planes.

Given two points $a = (a_1, a_2, ..., a_m)$ and $b = (b_1, b_2, ..., b_m)$ such that $a_k \leq b_k$ for $k = 1, 2, ..., m$, we term closed interval $[a_1, b_1; a_2, b_2; ...; a_m, b_m]$ the set of all the points $(x_1, x_2, ..., x_m)$ such that $a_k \leq x_k \leq b_k$ for $k = 1, 2, ..., m$. The points $a$ and $b$ are called principal vertices of this interval. If, in the definition of closed interval, we replace successively the inequality $a_k \leq x_k \leq b_k$ by the inequalities $(1) a_k < x_k < b_k$, $(2) a_k \leq x_k < b_k$ and $(3) a_k < x_k \leq b_k$, we obtain the definitions $(1)$ of open interval $(a_1, b_1; a_2, b_2; ...; a_m, b_m)$, $(2)$ of interval half open to the right $(a_1, b_1; a_2, b_2; ...; a_m, b_m)$ and $(3)$ of interval half open to the left $(a_1, b_1; a_2, b_2; ...; a_m, b_m)$. If $a_k = b_k$ for at least one index $k$, all these intervals are said to be degenerate. In what follows, an interval, by itself, always means either a closed non-degenerate interval or an empty set, unless another meaning is obvious from the context.

We call face of the closed interval $I = [a_1, b_1; a_2, b_2; ...; a_m, b_m]$ the common part of $I$ and any one of the $2^m$ hyperplanes $x_k = a_k$ and $x_k = b_k$, where $k = 1, 2, ..., m$. If $J$ is an open or half open interval we call faces of $J$ those of its closure $\bar{J}$. We see at once that the faces of any non-empty interval $I$ are degenerate intervals and that their sum is the boundary of the interval $I$.

If $b_1 - a_1 = b_2 - a_2 = ... = b_m - a_m > 0$, the interval $[a_1, b_1; a_2, b_2; ...; a_m, b_m]$ is termed cube (square in $R_2$). We define similarly open cubes and half open cubes (half open to the right or to the left).

We call net of closed intervals in $R_m$ any system of closed non-overlapping intervals that together cover the space $R_m$. Similarly, by net of half open intervals, we mean a system of intervals half open on the same side, no two of which have common points, and whose sum covers $R_m$. A sequence of nets $\{\mathcal{N}_k\}$ (of closed or of half open intervals) is regular, if each interval of $\mathcal{N}_{k+1}$ is contained in
an interval of $\mathcal{R}_k$ and if the characteristic numbers $\Delta(\mathcal{R}_k)$ (cf. Chap. II, p. 40) tend to 0 as $k \to \infty$. Given a net of half open intervals, we clearly change it into a net of closed intervals by replacing the half open intervals by their closures. The same operation changes any regular sequence of nets of half open intervals into a regular sequence of nets of closed intervals.

(2.1) **Theorem.** Given an enumerable system of hyperplanes $x_k = a_j$, where $k = 1, 2, ..., m$, and $j = 1, 2, ...,$ we can always construct a regular sequence $\{\mathcal{R}_k\}$ of nets of cubes (closed or half open) none of which has a face on the given hyperplanes.

To see this, let $b$ denote a positive number not of the form $q a_j / p$ where $p$ and $q$ are integers and $j = 1, 2, ....$ Such a number $b$ certainly exists, since the set of the numbers of the form $q a_j / p$ is at most enumerable. This being so, for each positive integer $k$ let us denote by $\mathcal{R}_k$ the net consisting of all the cubes half open to the left $\left( p_1 b / 2^k, (p_1 + 1) b / 2^k; p_2 b / 2^k, (p_2 + 1) b / 2^k; \ldots; p_m b / 2^k, (p_m + 1) b / 2^k \right]$, where $p_1, p_2, \ldots, p_m$ are arbitrary integers. The sequence of nets $\{\mathcal{R}_k\}$ evidently fulfills the required conditions.

Let us observe that, given a regular sequence $\{\mathcal{R}_k\}$ of nets of half open [closed] intervals, every open set $G$ is expressible as the sum of an enumerable system of intervals ($\mathcal{R}_k$) without common points [non-overlapping]. To see this, let $\mathcal{M}_1$ be the set of intervals of $\mathcal{R}_1$ that lie in $G$, and let $\mathcal{M}_{k+1}$, for each $k \geq 1$, be the set of intervals ($\mathcal{M}_{k+1}$) that lie in $G$ but not in any of the intervals ($\mathcal{M}_k$). Since $\Delta(\mathcal{R}_k) \to 0$ as $k \to \infty$, the enumerable system of intervals $\sum \mathcal{M}_k$ covers the set $G$, and the other conditions required are evidently satisfied also.

On account of Theorem 2.1, we derive at once the following proposition which will often be useful to us in the course of this Chapter:

(2.2) **Theorem.** Given a sequence of hyperplanes $\{H_i\}$, every open set $G$ is expressible as the sum of a sequence of half open cubes without common points [or of closed non-overlapping cubes] whose faces do not lie on any of the hyperplanes $H_i$.

A set expressible as the sum of a finite number of intervals will be termed *elementary figure*, or simply, *figure*. Every sum of a finite number of figures is itself a figure, but this is not in general the case for the common part, or for the difference, of two figures.
We shall therefore define two operations similar to those of multiplication and subtraction of sets, but which differ from the latter in that, when we perform them on figures, the result is again a figure. These operations will be denoted by $\cap$ and $\ominus$ and are defined by the relations

$$ A \cap B = (A \cdot B)^0 \quad \text{and} \quad A \ominus B = (A - B)^0. $$

The relation $A \cap B = 0$ means that the figures $A$ and $B$ do not overlap (cf. Chap. II, p. 40).

Given an interval $I = [a_1, b_1; a_2, b_2; \ldots; a_m, b_m]$, the number $(b_1 - a_1) \cdot (b_2 - a_2) \cdot \ldots \cdot (b_m - a_m)$ will be called volume of $I$ (length for $m = 1$, area for $m = 2$), and denoted by $L(I)$ or by $|I|$. If $I = 0$, by $L(I) = |I|$ we mean 0 also. When several spaces $R_m$ are considered simultaneously, we shall, to prevent any ambiguity, denote the volume of an interval $I$ in $R_m$ by $L_m(I)$. We see at once that every figure $R$ can be subdivided into a finite number of non-overlapping intervals. The sum of the volumes of these intervals is independent of the way in which we make this subdivision; it is termed volume (length, area) of $R$ and denoted, just as in the case of intervals, by $L(R)$ or by $|R|$.

**§ 3. Functions of an interval.** We shall say that $F(I)$ is a function of an interval on a figure $R$ [or in an open set $G$], if $F(I)$ is a finite real number uniquely defined for each interval $I$ contained in $R$ [or in $G$]. To simplify the wording, we shall usually suppose that functions of an interval are defined in the whole space.

A function of an interval $F(I)$ will be said to be continuous on a figure $R$, if to each $\varepsilon > 0$ there corresponds an $\eta > 0$ such that $|I| < \eta$ implies $|F(I)| < \varepsilon$ for every interval $I \subset R$. A function of an interval will be said to be continuous in an open set $G$, if it is continuous on every figure $R \subset G$. Finally, functions continuous in the whole space will simply be said to be continuous.

The reader will have noticed that we use the terms "on" (or "over") and "in" in slightly different senses. We may express the distinction as follows. Suppose that a certain property $(P)$ of functions of a point, of an interval, or of a set has been defined on figures. We then say that a function has this property in an open set $G$, if it has the property on every figure $R \subset G$. Further, if a function has the property $(P)$ in the whole space, we say simply that it has the property $(P)$. Thus, for instance, a function
of a set \( \Phi(X) \) is additive (33) (cf. Chap. I, § 5 and Chap. II, § 2) in an open set \( G \), if it is additive (33) on every figure \( R \subseteq G \); if \( \mu \) is a measure (33) (cf. Chap. I, § 9), a function of a point, defined in the whole space, is said to be integrable (33, \( \Phi \)), if it is integrable (33, \( \Phi, \mu \)) on every figure, and so on.

We shall call oscillation \( O(F; E) \) of a function of an interval \( F \) on a set \( E \), the upper bound of the values \( |F(I)| \) for intervals \( I \subseteq E \). If \( D \) is an arbitrary set and \( R \) a figure, we shall denote by \( o_R(F; D) \) the lower bound of the numbers \( O(F; R \cdot G) \), where \( G \) is any open set containing \( D \); the number \( o_R(F; D) \) will be termed oscillation of \( F \) on \( R \) at the set \( D \). Finally we shall say simply oscillation of \( F \) at \( D \), and use the notation \( o(F; D) \), for the upper bound of the numbers \( o_R(F; D) \) where \( R \) denotes any figure (or, what amounts to the same, interval or cube).

In the sequel, \( D \) will usually be a hyperplane (a point in \( R_1 \), a straight line in \( R_2 \)) or else the boundary of a figure. In these cases we shall say that the function \( F \) is continuous, or discontinuous, at \( D \) on \( R \), according as \( o_R(F; D) = 0 \) or \( o_R(F; D) > 0 \). Similarly, we shall say that \( F \) is continuous, or discontinuous, at \( D \), according as \( o(F; D) = 0 \) or \( o(F; D) > 0 \).

(3.1) **Theorem.** In order that a function \( F \) of an interval be continuous on a figure \( R \) [or in the whole space], it is necessary and sufficient that \( o_R(F; D) = 0 \) [or that \( o(F; D) = 0 \)] for every hyperplane \( D \).

**Proof.** Since the condition is clearly necessary, let us suppose that the function \( F \) is not continuous on \( R \). There is then a number \( \epsilon_0 > 0 \) and a sequence of intervals \( \{I^{(n)} = [a_1^{(n)}, b_1^{(n)}; \ldots; a_m^{(n)}, b_m^{(n)}]\} \) contained in \( R \) and such that for \( n = 1, 2, \ldots, |F(I^{(n)})| > \epsilon_0 \), and that \( |I^{(n)}| \to 0 \). By the second of these conditions, we can extract from the sequence \( \{I^{(n)}\} \), a subsequence \( \{I^{(n_k)}\} \), in such a manner that \( \lim_{k \to \infty} (b_1^{(n_k)} - a_1^{(n_k)}) = 0 \) for a positive integer \( i \equiv i_0 \leq m \). The sequences \( \{a_{i_0}^{(n_k)}\}_{k}, \ldots, \{b_{i_0}^{(n_k)}\}_{k} \) have a common limit point \( a \), and, denoting by \( D \) the hyperplane \( x_n = a \), we see that every open set \( G \supseteq D \) contains an infinity of intervals \( I^{(n)} \), so that \( o_R(F; D) \geq \epsilon_0 > 0 \).
§ 4. Functions of an interval that are additive and of bounded variation. A function of an interval $F(I)$ is said to be additive on a figure $R_0$ [or in an open set $G$], if $F(I_1 + I_2) = F(I_1) + F(I_2)$ whenever $I_1, I_2$ and $I_1 + I_2$ are intervals contained in $R_0$ [or in $G$] and $I_1, I_2$ are non-overlapping. A function additive in the whole space, is for instance the volume $L(I) = |I|$. Just as in the case of the function $L(I)$ (cf. § 2, p. 59), every additive function of an interval $F(I)$ on a figure $R$ [or in an open set $G$] can be continued on all figures in $R$ [or in $G$] in such a manner that $F(R_1 + R_2) = F(R_1) + F(R_2)$ for every pair of figures $R_1 \subseteq R_0$ and $R_2 \subseteq R_0$ that do not overlap. In the sequel, we shall always suppose every additive function of an interval continued in this way on the figures.

If $F$ is an additive function of an interval on a figure $R_0$, we shall term respectively upper and lower (relative) variations of $F$ on $R_0$ the upper and lower bounds of $F(R)$ for figures $R \subseteq R_0$. We denote these variations by $\overline{W}(F; R_0)$ and $\underline{W}(F; R_0)$ respectively. Since every additive function vanishes on the empty set, we have $\overline{W}(F; R_0) \geq 0 \geq \underline{W}(F; R_0)$. The number $\overline{W}(F; R_0) + \underline{W}(F; R_0)$, clearly non-negative, will be called absolute variation of $F$ on $R_0$ and denoted by $W(F; R_0)$. If $W(F; R_0) < +\infty$, the function $F$ is said to be of bounded variation on $R_0$. In accordance with the convention of § 3, p. 59, an additive function of an interval in the whole space is of bounded variation, if it is of bounded variation on every figure.

It is obvious that a function of bounded variation on a figure $R_0$ is equally so on every figure contained in $R_0$, and also that the sum, the difference, and, more generally, any linear combination of two additive functions of an interval that are of bounded variation on a figure, is itself of bounded variation on the same figure.

An additive function whose values are of constant sign is termed monotone. A non-negative monotone additive function is also termed non-decreasing (for the same reason as in the case of non-negative additive functions of a set, cf. Chap. I, p. 8). Similarly, non-positive additive functions are also termed non-increasing. Every monotone additive function $F$ of an interval on a figure $R_0$ is clearly of bounded variation on $R_0$.

If a function is of bounded variation on a figure $R_0$, its relative variations on $R_0$ are evidently finite. Conversely, if for an additive function $F$ of an interval on a figure $R_0$, one or other of the two relative variations is finite, then both are finite, and therefore the
absolute variation is finite. For, if $\overline{W}(F; R_0) < +\infty$ say, then as $\overline{W}(F; R_0)$ is the lower bound of the numbers $F(R) = F(R_0) - F(R_0 \ominus R)$, where $R$ is any figure contained in $R_0$, we find $\overline{W}(F; R_0) \geq F(R_0) - \overline{W}(F; R_0) > -\infty$. Moreover, this last inequality may also be written in the form $F(R_0) \leq \overline{W}(F; R_0) + \underline{W}(F; R_0)$. Here we replace $F$ by $-F$ to derive the opposite inequality and then finally the equality $F(R_0) = \overline{W}(F; R_0) + \underline{W}(F; R_0)$. Hence any additive function of bounded variation is the sum of its two relative variations on any figure for which it is defined. This decomposition is termed the Jordan decomposition of an additive function of bounded variation, and is similar to the Jordan decomposition of an additive function of a set (Chap. I, § 6).

If $F$ is an additive function of bounded variation of an interval on a figure $R_0$, the three monotone functions defined for every figure $R \subseteq R_0$ by the relations

$$W(R) = W(F; R), \quad W_1(R) = \overline{W}(F; R) \quad \text{and} \quad W_2(R) = \underline{W}(F; R),$$

are likewise additive on $R_0$ and are termed, respectively, absolute, upper, and lower variations of $F$. The first two are non-negative and the third non-positive. It therefore follows from the Jordan decomposition that every additive function of bounded variation on a figure is, on this figure, the difference of two non-decreasing functions. The converse is obvious.

We shall now prove some elementary theorems concerning continuity properties of functions of bounded variation.

(4.1) **Theorem.** If $F$ is an additive function of an interval, of bounded variation on a figure $R_0$, (i) the series $\sum_n \omega_{R_n}(F; D_n)$ converges for every sequence $\{D_n\}$ of hyperplanes distinct from one another, and (ii) there is at most an enumerable infinity of hyperplanes $D$ such that $\omega_{R_n}(F; D) > 0$.

**Proof.** In the proof of (i) we may clearly suppose that the hyperplanes $D_n$ are orthogonal to the same axis. Consider now the first $k$ of these $D_n$. We can associate with them, $k$ non-overlapping intervals $I_1, I_2, ..., I_k$, contained in $R_0$ and such that $\omega_{R_n}(F; D_n) \leq |F(I_n)| + 1/k^2$ for $n = 1, 2, ..., k$. Hence $\sum_{n=1}^k \omega_{R_n}(F; D_n) \leq \sum_{n=1}^k |F(I_n)| + 1/k \leq \overline{W}(F; R_0) + 1/k$, and, since $k$ is an arbitrary positive integer, $\sum_{n=1}^\infty \omega_{R_n}(F; D_n) \leq \overline{W}(F; R_0) < +\infty$. 


To establish (ii), suppose that there is a non-enumerable infinity of hyperplanes $D$ such that $o_{R_0}(F; D) > 0$. There would then be a positive number $\epsilon$, such that $o_{R_0}(F; D) > \epsilon$ for an infinity, (which would even be non-enumerable) of hyperplanes. But this clearly contradicts part (i) which has just been proved.

We obtain at once from Theorem 4.1 the following

(4.2) **Theorem.** For each additive function of an interval of bounded variation, there is at most an enumerable infinity of hyperplanes of discontinuity.

(4.3) **Theorem.** If $F$ is an additive function of an interval of bounded variation on a figure $R_0$ and we write $W(I) = W(F; I)$, the relations $o_{R_0}(F; D) = 0$ and $o_{R_0}(W; D) = 0$ are equivalent for every hyperplane $D$.

**Proof.** Suppose, if possible, that

$$ o_{R_0}(F; D) = 0 \quad \text{and} \quad o_{R_0}(W; D) > \epsilon $$

for a hyperplane $D$ and a number $\epsilon > 0$. We shall show that it is then possible to define a sequence of figures $\{R_n\}_{n=1,2,...}$, non-overlapping, contained in $R_0$, and such that

$$ R_n \cdot D = 0 \quad \text{and} \quad |F(R_n)| > \epsilon/2. $$

To see this, suppose defined $k$ non-overlapping figures $R_1, R_2, ..., R_k$ contained in $R_0$, and let (4.6) and (4.7) hold for $n = 1, 2, ..., k$. On account of (4.5) there is then an interval $I \subseteq R_0$ such that $I \cdot R_n = 0$ for $n = 1, 2, ..., k$, and such that $W(F; I) = W(I) > \epsilon$. Hence, there exists a figure $R \subseteq I$ such that $|F(R)| > W(F; I)/2 > \epsilon/2$. Moreover since (4.4) asserts that $F$ is continuous on $R_0$ at $D$, we may suppose that $R \cdot D = 0$. But if we now choose $R_{k+1} = R$, we see that the figure $R_{k+1}$ does not overlap any of the figures $R_n$ for $1 \leq n \leq k$, and that (4.6) and (4.7) continue to hold for $n = k+1$.

Having obtained our sequence $\{R_n\}$, we conclude from (4.7) that $W(F; R_0) \geq \sum_{n} |F(R_n)| = \infty$, and this contradicts our hypotheses. The conditions (4.4) and (4.5) are thus incompatible, i.e. (4.4) implies $o_{R_0}(W; D) = 0$. And since the converse is obvious, this completes the proof.

From Theorems 4.3 and 3.1, we obtain at once the following

(4.8) **Theorem.** In order that an additive function of bounded variation on a figure $R_0$ be continuous on $R_0$, it is necessary and sufficient that its three variations be so.
§ 5. Lebesgue-Stieltjes integral. Lebesgue integral and measure. We need hardly point out the analogy between additive functions of bounded variation of an interval and additive functions of sets. This analogy will be made clearer and deeper in the present §, by associating a function $U^*$ of a set with each additive function $U$ of bounded variation of an interval. In order to simplify the wording, we shall suppose that the functions of an interval are defined in the whole space.

Suppose given in the first place, a non-negative additive function $U$ of an interval; we then denote for any set $E$, by $U^*(E)$ the lower bound of the sums $\sum_k U(I_k)$, where $\{I_k\}$ is an arbitrary sequence of intervals such that $E \subset \sum I_k$. For an arbitrary additive function $U$ of bounded variation, with the upper and lower variations $W_1$ and $W_2$, we denote by $W_1^*$ and $(-W_2)^*$ the functions of a set that correspond to the non-negative functions $W_1$ and $-W_2$, and we write, by definition, $U^* = W_1^* - (-W_2)^*$. The function $U^*$ is thus defined for all sets and is finite for bounded sets.

When $U$ is non-negative, $U^*$ is an outer measure in the sense of Carathéodory, i.e. fulfills the three conditions $(C_1)$, $(C_2)$ and $(C_3)$ of Chap. II, § 4. Condition $(C_3)$ is the only one requiring proof, the other two are obvious. Let therefore $A$ and $B$ be any two sets whose distance does not vanish, and let $\varepsilon$ be a positive number. There is then a sequence $\{I_n\}$ of intervals such that $A + B \subset \sum I_n$ and

$$\sum_n U(I_n) \leq U^*(A + B) + \varepsilon.$$

We may clearly suppose that the intervals of the sequence have diameters less than $\rho(A, B)$, i.e. that none of them contains both points of $A$ and points of $B$. We then have $U^*(A) + U^*(B) \leq \sum_n U(I_n) \leq U^*(A + B) + \varepsilon$. This gives the inequality $U^*(A) + U^*(B) \leq U^*(A + B)$ and establishes condition $(C_3)$.

The function $U^*$, determined by a non-negative function of an interval, itself determines, since it is an outer Carathéodory measure (cf. Chap. II, § 4, p. 46), the class $\mathcal{L}_{U^*}$ of the sets measurable with respect to $U^*$ and the process of integration $(U^*)$. To simplify the notation, we shall omit the asterisk and write simply $\mathcal{L}_U$ for $\mathcal{L}_{U^*}$, integral $(U)$ for integral $(U^*)$, measure $(U)$ of a set instead of measure $(U^*)$, $\int \! f \! dU$ instead of $\int \! f \! dU^*$, and so on.
This slight change of notation cannot cause any confusion, since the measure $U^*$ is uniquely determined by the function of an interval $U$.

When $U$ is a general additive function of an interval, of bounded variation, we shall understand by $\mathcal{L}_U$ the common part of the classes $\mathcal{L}_{W_1}$ and $\mathcal{L}_{-W_2}$, where $W_1$ and $W_2$ denote respectively the upper and lower variations of $U$. A function of a point $f(x)$ will be termed integrable $(U)$ on a set $E$, if $f(x)$ is integrable $(W_1)$ and $(-W_2)$ simultaneously; by its integral $(U)$ over $E$ we shall mean the number $\int_E f dW_1 - \int_E f d(-W_2)$, and we write it $\int_E f dU$ as in the case of a non-negative function $U$. This integration with respect to an additive function of bounded variation of an interval is called Lebesgue-Stieltjes integration. In the case of the integration over an interval $I=[a, b]$ in $\mathbb{R}_1$, we frequently write $\int_a^b f dU$ for $\int f dU$.

When the function $U$ is continuous, every indefinite integral $(U)$ vanishes, together with the function $U^*$, on the boundary of any figure. Consequently, an indefinite integral with respect to a continuous function $U$ of bounded variation of an interval is additive not only as function of a set ($\mathcal{L}_U$) but also as function of an interval.

The most important case is that in which the given function of an interval $U$ is the special function $L$ (cf. § 2, p. 59) that denotes the volume of an interval. The outer measure $(L)$ is also termed outer Lebesgue measure, and the integral $(L)$, Lebesgue integral, while functions integrable $(L)$ are often called, as originally, by Lebesgue, summable. The class of sets $\mathcal{L}_1$ will be denoted simply by $\mathcal{L}$. The outer measure $(L)$ of an arbitrary set $E$ is written $\text{meas}_L E$, and $\text{meas} E$ without the suffix when $E$ is measurable $(\mathcal{L})$. We shall also denote this outer measure by $|E|$ or by $L(E)$ (or sometimes by $L_m(E)$ in $\mathbb{R}_m$), thus extending to arbitrary sets the notation adopted for all figures $R$, since for the latter, as we shall see (cf. Th. 6.2), the measure $(L)$ coincides with the values $L(R)=|R|$. Finally, owing to the special part played by Lebesgue measure in the theory of integration and derivation, the terms "measure of a set", "measurable set", "measurable function", and
so on, will, in the sequel, be understood in the Lebesgue sense, whenever another sense has not been explicitly assigned to them.

We also modify slightly the integral notation for a Lebesgue integral; and instead of \( \int f(x) dL(x) \) we write \( \int f(x) dx \), or else
\[
\int \int ... \int f(x_1, x_2, ..., x_m) \, dx_1 \, dx_2 \, ... \, dx_m,
\]
when we wish to indicate the number of dimensions of the space \( \mathbb{R}_m \) under consideration. This brings us back to the classical notation.

A special part, similar to that of Lebesgue measure in the theory of the integral, is played by Borel sets in the theory of additive classes of sets. In the first place, it follows from Theorem 7.4, Chap. II, that every class \( \mathcal{U} \), where \( U \) is an additive function of bounded variation of an interval, contains all the sets \( (\mathcal{B}) \). In the sequel, we shall agree that additive functions of a set will always mean functions additive \( (\mathcal{B}) \), unless there is explicit reference to another additive class of sets. Similarly, additive functions of a set that are absolutely continuous \( (\mathcal{B}, L) \) or singular \( (\mathcal{B}, L) \), will simply be called *absolutely continuous* or *singular*. In point of fact, Theorem 6.6 below, which asserts that every set measurable \( (\mathcal{F}) \) is the sum of a set \( (\mathcal{B}) \) and a set of zero measure \( (L) \), will show that every additive function of a set, absolutely continuous \( (\mathcal{B}, L) \), can be extended in a unique manner to all sets \( (\mathcal{F}) \) so as to remain absolutely continuous \( (\mathcal{F}, L) \).

The special rôle of the measure \( (L) \) and of the sets \( (\mathcal{B}) \) showed itself already during the growth of the theory. Lebesgue measure was the starting point for further extensions of the notions of measure and integral, whereas the Borel sets were the origin of general theories of additive classes and functions. The sets \( (\mathcal{B}) \) were introduced, with measure \( (L) \) defined for them, by E. Borel [I, p. 46—50] in 1898. But it was not until some years later that H. Lebesgue [1; I], by simplifying and extending the definition of measure \( (L) \) to all sets \( (\mathcal{F}) \), made clear the importance of this measure for the theory of integration and especially for that of derivation of functions. *Vide* E. Borel [1] and H. Lebesgue [6].

We have already seen in § 1 of this book, how, by an apparently very slight modification of the classical definition of Riemann, we obtain the Lebesgue integral. A similar remark may be made with regard to the relationship of Lebesgue measure to the earlier measure of Peano-Jordan. The outer measure of Peano-Jordan for a bounded set \( E \) is the lower bound of the numbers \( \sum_n |I_n| \) where \( \{I_n\} \) is any finite system of intervals covering \( E \). Lebesgue's happy idea was to replace in this definition, the finite systems of intervals by enumerable ones.
§ 6. Measure defined by a non-negative additive function of an interval. In this §, $U$ will denote a fixed non-negative additive function of an interval. In the preceding § we made correspond to any such a function $U$, an outer Carathéodory measure $U^*$. Besides the properties established in Chap. II for all Carathéodory measures, the function of a set $U^*$ possesses a number of elementary properties of a more special kind which we shall investigate in this §.

(6.1) **Lemma.** If $D$ denotes a hyperplane or a degenerate interval, the relation $o(U; D) = 0$ implies $U^*(D) = 0$.

**Proof.** Since every hyperplane is the sum of a sequence of degenerate intervals (cf. § 2, p. 57), it is enough to prove the lemma in the case in which $D$ is a degenerate interval $[a_1, b_1; a_2, b_2; \ldots; a_m, b_m]$.

Let $R$ be a cube containing $D$ in its interior, $G$ an arbitrary open set such that $D \subset G$, and let

$$D_\varepsilon = [a_1 - \varepsilon, b_1 + \varepsilon; a_2 - \varepsilon, b_2 + \varepsilon; \ldots; a_m - \varepsilon, b_m + \varepsilon],$$

where $\varepsilon$ is any positive number, sufficiently small to ensure that $D_\varepsilon \subset R \cdot G$. Since $D_\varepsilon$ is then an ordinary closed interval containing $D$ in its interior, we find $U^*(D) \leq U(D_\varepsilon) \leq o(U; R \cdot G)$, whence $U^*(D) \leq o_R(U; D) = 0$. 

We have given in the text a more general form to Lebesgue's definition, relative to an arbitrary non-negative function of an interval. This relativizing of Lebesgue measure is due to J. Radon [1] and to Ch. J. de la Vallée-Poussin [1; 1]. The parallel extension of the Lebesgue integral is also due to J. Radon. In the text we have termed it Lebesgue-Stieltjes integral; it is sometimes also termed Lebesgue-Radon integral or Radon integral. For a systematic exposition of the properties of this integral, vide H. Lebesgue [II, Chap. XI]. A particularly interesting generalization of the Lebesgue integral, of the Stieltjes type, has been given by N. Bary and D. Menchoff [1]; it differs considerably from the other generalizations of this type. Finally, for an account of the Riemann-Stieltjes integral (which we shall not discuss in this volume) vide W. H. Young [2], S. Pollard [1], R. C. Young [1], M. Fréchet [5] and G. Fichtenholz [2].

It was again J. Radon [I, p. 1] who pointed out the importance of the Lebesgue-Stieltjes integral for certain classical parts of Analysis, particularly for potential theory. The modern progress of this theory, which is bound up with the theory of subharmonic functions, has shown up still further the fruitfulness of the Lebesgue-Stieltjes integral in this branch of Analysis (cf. the memoirs of F. Riesz [4] and G. C. Evans [1]).
(6.2) **Theorem.** For every figure $R$ we have

\[ U^*(R^\circ) \leq U(R) \leq U^*(R), \]

and, if the oscillation of $U$ at the boundary of $R$ vanishes,

\[ U^*(R^\circ)=U(R)=U^*(R). \]

In particular therefore, if $U$ is a continuous function, the equality (6.4) holds for every figure $R$.

**Proof.** In virtue of Theorems 2.2 and 4.2 the set $R^\circ$ is expressible as the sum of a sequence of non-overlapping cubes $\{I_k\}$ such that the oscillation of $U$ vanishes at all faces of all the $I_k$. Hence, by the preceding lemma $U^*(R^\circ)=\sum U^*(I_k)$, and since

\[ U(R) \geq \sum_{k=1}^n U(I_k) \geq \sum_{k=1}^n U^*(I_k) \]

for each positive integer $n$, we get

\[ U^*(R^\circ) \leq U(R). \]

To establish that $U(R) \leq U^*(R)$, it is enough to show that

\[ U(R) \leq \sum U(I_k) \]

for every sequence of intervals $\{I_k\}$ such that $R \subseteq \sum I_k$. Now, if $\{I_k\}$ is such a sequence, we have, by the well-known covering theorem of Borel-Lebesgue, $R \subseteq \sum_{k=1}^N I_k$ for some sufficiently large value of $N$. Hence

\[ U(R) \leq \sum_{k=1}^N U(R \cap I_k) \leq \sum_{k=1}^N U(I_k). \]

Finally, denoting by $B$ the boundary of $R$, let us suppose that $o(U; B) = 0$. It then follows from Lemma 6.1 that $U^*(B) = 0$, so that $U^*(R) = U^*(R^\circ)$, and the equality (6.4) follows at once from (6.3).

(6.5) **Theorem.** Given an arbitrary set $E$ and any positive $\varepsilon$, there is (i) an open set $G$ such that $E \subseteq G$ and $U^*(G) \leq U^*(E) + \varepsilon$, (ii) a set $H \in \mathfrak{G}_\delta$ such that $E \subseteq H$ and $U^*(H) = U^*(E)$.

**Proof.** re (i). There exists for each $\varepsilon > 0$, a sequence of intervals $\{I_n\}$ such that $E \subseteq \sum I_n$ and that $\sum U(I_n) \leq U^*(E) + \varepsilon$. Hence, writing $G = \sum I_n$, we find, on account of condition $(C_2)$ of Carathéodory (Chap. II, p. 43) and Theorem 6.2, that $U^*(G) \leq \sum U^*(I_n) \leq \sum U(I_n) \leq U^*(E) + \varepsilon$. 
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(ii). Let us make correspond to $E$, for each positive integer $n$, an open set $G_n$ containing $E$ and such that $U^*(G_n) \leq U^*(E) + 1/n$; this is always possible by (i). The set $H = \bigcap G_n$ clearly fulfills our requirements and this completes the proof.

Every set $(\mathfrak{G}_0)$ is of course measurable $(\mathfrak{L}_U)$. Hence it follows at once from Theorem 6.5 that every set is regular (cf. Chap. II, § 6) with respect to the outer measure $U^*$, and therefore that this measure is itself regular.

(6.6) **Theorem.** Each of the following conditions is necessary and sufficient for a set $E$ to be measurable $(\mathfrak{L}_U)$:

(i) for every $\epsilon > 0$ there is an open set $G \supset E$ such that $U^*(G - E) \leq \epsilon$;

(ii) there is a set $(\mathfrak{G}_0)$ containing $E$ and differing from $E$ at most by a set of measure $(U)$ zero;

(iii) for every $\epsilon > 0$ there is a closed set $F \subset E$ such that $U^*(E - F) \leq \epsilon$;

(iv) there is a set $(\mathfrak{F}_0)$ contained in $E$ and differing from $E$ at most by a set of measure $(U)$ zero.

**Proof.** We shall first prove all these conditions necessary. Let $E$ be a set measurable $(\mathfrak{L}_U)$ and $\epsilon$ a positive number. We begin by representing $E$ as the sum of a sequence $\{E_n\}_{n=1,2,\ldots}$ of sets measurable $(\mathfrak{L}_U)$ of finite measure; we may write for instance, $E_n = E \cup S(0; n)$. This being so, we associate with each set $E_n$ in accordance with Theorem 6.5, an open set $G_n \supset E_n$ such that $U^*(G_n) \leq U^*(E_n) + \epsilon/2^n$. Hence, the sets $E_n$ being measurable $(\mathfrak{L}_U)$, we have $U^*(G_n - E_n) \leq \epsilon/2^n$ for every $n$, and if we write $G = \sum G_n$, we find $E \subset G$ and $U^*(G - E) \leq \sum U^*(G_n - E_n) \leq \epsilon$, and this proves condition (i) necessary.

To prove the necessity of condition (ii), we attach to the given set $E$ measurable $(\mathfrak{L}_U)$ a sequence $\{Q_n\}$ of open sets such that $E \subset Q_n$ and $U^*(Q_n - E) \leq 1/n$ for each $n$. Writing $H = \bigcap Q_n$, we see that $H \in \mathfrak{G}_0$, $E \subset H$ and $U^*(H - E) = 0$.

Finally, we observe that for any set $A$, the relation $A \supset CE$ implies $CA \subset E$ and $E - CA = A - CE$; further, if $A$ is a set $(\mathfrak{G})$ or $(\mathfrak{G}_0)$, the set $CA$ is a set $(\mathfrak{F})$ or $(\mathfrak{F}_0)$ respectively. Hence every set $E$ measurable $(\mathfrak{L}_U)$ fulfills conditions (iii) and (iv), since, by the results just proved, its complement $CE$ fulfills conditions (i) and (ii).
The sufficiency of conditions (ii) and (iv) is evident, since sets of measure \( (U) \) zero, and sets \( (\mathcal{G}_\delta) \) or \( (\mathcal{F}_\sigma) \), are always measurable \( (\mathcal{L}_U) \).

To establish the sufficiency of conditions (i) and (iii), we need only observe that they imply respectively conditions (ii) and (iv). Thus, for instance, if (iii) holds, there is for each positive integer \( n \) a closed set \( F_n \subset E \) such that \( U^\ast(E - F_n) \leq 1/n \). The set \( P = \sum_{n} F_n \) is therefore a set \( (\mathcal{F}_\sigma) \) contained in \( E \) and such that \( U^\ast(E - P) = 0 \).

From Theorem 6.6 it follows in particular that the general form of a set measurable \( (\mathcal{L}_U) \) is \( B + N \), where \( B \) is a set measurable \( (\mathcal{B}) \) and \( N \) a set of measure \( (U) \) zero. In other words, \( \mathcal{L}_U \) is the smallest additive class containing the Borel sets and the sets of measure \( (U) \) zero. It follows that \( \mathcal{L}_U \supseteq \mathcal{L} \) whenever the function of an interval \( U \) is absolutely continuous (vide § 12).

(6.7) **Theorem.** For any set \( E \) there is a set \( H \in \mathcal{G}_\delta \) containing \( E \) and such that

\[
U^\ast(H \cdot X) = U^\ast(E \cdot X)
\]

for every set \( X \) measurable \( (\mathcal{L}_U) \).

**Proof.** It is enough to show that there is a set \( H \supseteq E \) measurable \( (\mathcal{L}_U) \) for which (6.8) holds. For, by Theorem 6.6 we can always enclose such a set \( H \) in a set \( (\mathcal{G}_\delta) \) differing from it by a set of measure \( (U) \) zero.

Let us represent \( E \) as limit of an ascending sequence \( \{E_n\} \) of bounded sets, which are therefore of finite outer measure \( (U) \); and let us associate, as we may by Theorem 6.5, with each \( E_n \) a set \( H_n \in \mathcal{G}_\delta \) such that \( E_n \subset H_n \) and \( U^\ast(H_n) = U^\ast(E_n) \). Then, for every set \( X \) measurable \( (\mathcal{L}_U) \),

\[
U^\ast(H_n \cdot X) = U^\ast(H_n) - U^\ast(H_n \cdot CX) \leq U^\ast(E_n - U^\ast(E_n \cdot CX) \leq U^\ast(E_n \cdot X);
\]

from which, writing \( H = \liminf H_n \), we deduce by means of Theorem 9.1 of Chap. I, that

\[
U^\ast(H \cdot X) \leq \liminf_{n} U^\ast(H_n \cdot X) \leq \lim_{n} U^\ast(E_n \cdot X) \leq U^\ast(E \cdot X),
\]

and this implies (6.8), since \( H = \liminf_{n} H_n \supseteq \lim_{n} E_n = E \).

In the theorems of this § we have supposed the function \( U \) of an interval to be non-negative. But, by slight changes in the wording,
the theorems can easily be extended to arbitrary functions of bounded variation. As an example we mention the following theorem which corresponds to Theorem 6.5:

(6.9) **Theorem.** If $F$ is an additive function of bounded variation of an interval, then for any bounded set $E$ and any $\varepsilon > 0$ there is an open set $G \supset E$ such that $|F^*(X) - F^*(E)| \leq \varepsilon$ for every bounded set $X$ satisfying the condition $E \subset X \subset G$.

**Proof.** Denoting by $W_1$ and $W_2$ two functions of an interval that are respectively the upper and the lower variation of $F$, we can, by Theorem 6.5, enclose $E$ in each of two open sets $G_1$ and $G_2$ such that $W_1^*(G_1) \leq W_1^*(E) + \varepsilon$ and $W_2^*(G_2) \geq W_2^*(E) - \varepsilon$. Therefore, writing $G = G_1 \cdot G_2$, we have $E \subset G$; and for any bounded set $X$ such that $E \subset X \subset G$, we find $0 \leq W_1^*(X) - W_1^*(E) \leq \varepsilon$ and $0 \leq W_2^*(E) - W_2^*(X) \leq \varepsilon$, whence by subtraction $|F^*(X) - F^*(E)| \leq \varepsilon$.

Let us still prove a theorem which allows us to regard all non-negative additive functions of a set in $\mathcal{K}_m$ as determined by non-negative additive functions of an interval. We recall that, according to the conventions of § 3, p. 59 and § 5, p. 66, we always mean by additive functions of a set, functions of a set that are additive (e) on every figure.

(6.10) **Theorem.** Given any non-negative additive function $\Phi$ of a set, there is always a non-negative additive function $F$ of an interval such that $\Phi(X) = F^*(X)$ for every bounded set $X$ measurable (e).

**Proof.** Let us denote for each interval $I = [a_1, b_1; \ldots; a_m, b_m]$, by $\tilde{I}$ the interval $(a_1, b_1; \ldots; a_m, b_m]$ half open to the left, and let us define the non-negative additive function of an interval by writing $F(I) = \Phi(\tilde{I})$ for every interval $I$.

This being so, we observe that any bounded open set $G$ can be expressed (cf. Theorems 2.2 and 4.2) as the sum of a sequence $\{I_n\}$ of non-overlapping intervals at whose faces the oscillation of $F$ vanishes; and therefore by Theorem 6.2, $\Phi(G) = \sum F(I_n) = \sum F^*(I_n) = \sum \Phi(\tilde{I}_n) = F^*(G)$. Thus the equation $\Phi(X) = F^*(X)$ holds whenever $X$ is a bounded open set, and therefore also whenever $X$ is a bounded set (e), since the latter is expressible as the limit of a descending sequence of bounded open sets. It follows further that $\Phi(X) = F^*(X) = 0$ for every bounded set $X$ of measure (e) zero, since,
by Theorem 6.6, such a set $X$ can be enclosed in a bounded set $(\mathcal{B})$ of measure $(F)$ zero. This completes the proof, since every bounded set $(\mathcal{B})$ is, by Theorem 6.6, the difference of a bounded set $(\mathcal{B})$ and of a set of measure $(F)$ zero.

The proof of Theorem 6.10 could also be attached to the following general theorem concerning functions additive $(\mathcal{B})$ defined on any metrical space $M$: if two such functions coincide for every open set, they are identical for all sets $(\mathcal{B})$. This theorem is easily proved.

§ 7. Theorems of Lusin and Vitali-Carathéodory. We shall establish in this § two theorems concerning the approximation to measurable functions by continuous functions and by semi-continuous functions. As in the preceding §, $U$ will stand for a non-negative additive function of an interval, fixed in any manner for the space $R_m$.

(7.1) Lusin's Theorem. In order that a function $f(x)$, finite on a set $E$, be measurable $(\mathcal{L})$ on $E$, it is necessary and sufficient that for every $\varepsilon > 0$, there exists a closed set $F \subseteq E$ such that $U^*(E-F) < \varepsilon$, and on which $f(x)$ is continuous.

Proof. To show the condition necessary, we suppose $f(x)$ finite and measurable $(\mathcal{L})$ on $E$, and we deal first with two particular cases:

(i) $f(x)$ is a simple function on $E$. The set $E$ is, in this case, the sum of a finite sequence $E_1, E_2, \ldots, E_n$ of sets measurable $(\mathcal{L})$ no two of which have common points, such that $f(x)$ is constant on each of these sets. By Theorem 6.6 there exists, for each set $E_i$, a closed set $F_i \subseteq E_i$ such that $U^*(E_i-F_i) < \varepsilon/n$. Writing $F = \sum_{i=1}^{n} F_i$, we then have $F \subseteq E$ and $U^*(E-F) < \varepsilon$, and moreover the function $f(x)$ is clearly continuous on $F$.

(ii) $E$ is a set of finite measure $(U)$. In this case, by Theorem 7.4, Chap. I, (applied separately to the non-negative and to the non-positive parts of $f(x)$), there is a sequence $(f_n(x))_{n=1,2,\ldots}$ of simple functions, finite and measurable $(\mathcal{L})$, that converges on $E$ to $f(x)$. By Egoroff's Theorem (Chap. I, Th. 9.6), this sequence converges uniformly on a set $P \subseteq E$, measurable $(\mathcal{L})$ and such that $U^*(E-P) < \varepsilon/2$. This set $P$ may further be supposed to be closed, on account of Theorem 6.6. Finally, by (i) we can attach to each function $f_n(x)$, a closed set $P_n \subseteq E$ such that $U^*(E-P_n) < \varepsilon/2^{n+1}$,
and on which \( f_n(x) \) is continuous. Hence, writing \( F = \bigcap_{n} P_n \), we get \( U^*(E - F) \leq U^*(E - P) + \sum_{n} U^*(E - P_n) \leq \varepsilon \); and moreover, all the \( f_n(x) \), and therefore also the function \( f(x) = \lim_{n} f_n(x) \), are continuous on \( F \), a set which is evidently closed.

We now come to the general case where \( E \) is any set measurable (\( \mathcal{L}_U \)). Let \( E_n = E \cdot (S_n - S_{n-1}) \), where \( S_0 = 0 \) and \( S_n = S(0; n) \) for \( n \geq 1 \). By (ii), there exists, for each \( n \geq 1 \), a closed set \( Q_n \subset E_n \) such that \( U^*(E_n - Q_n) < \varepsilon/2^n \), and on which \( f(x) \) is continuous. Writing \( F = \bigcup_{n=1}^{\infty} Q_n \), the set \( F \) is closed, we have \( U^*(E - F) \leq \sum_{n} U^*(E_n - Q_n) < \varepsilon \), and \( f(x) \) is continuous on \( F \).

The proof of the necessity of the condition is thus complete. Let us now suppose, conversely, that the condition is satisfied. The set \( E \) is then expressible as the sum of a set \( N \) of measure (\( U \)) zero and of a sequence \( \{F_n\} \) of closed sets on each of which \( f(x) \) is continuous. The function \( f \) is thus measurable (\( \mathcal{L}_U \)) on \( N \) and on each of the sets \( F_n \) (cf. Chap. II, Th. 7.6), and therefore on the whole set \( E \).

For the various proofs of Lusin's theorem, vide N. Lusin [1], W. Sierpiński [6] and L. W. Cohen [1].

(7.2) Lemma. Given a function \( f(x) \), measurable (\( \mathcal{L}_U \)) and non-negative in the space \( \mathbb{R}_m \), there exists, for each \( \varepsilon > 0 \), a lower semicontinuous function \( h(x) \) such that

\[
\begin{align*}
\text{(7.3)} & \quad h(x) \geq f(x) \text{ at each point } x, \\
\text{(7.4)} & \quad \int_{\mathbb{R}_m} [h(x) - f(x)] \, dU(x) \leq \varepsilon 
\end{align*}
\]

(where, in accordance with the convention of Chap. I, p. 6, the difference \( h(x) - f(x) \) is to be understood to vanish at any point \( x \) for which \( h(x) = f(x) = +\infty \)).

Proof. (i) First suppose that \( f(x) \) is bounded and vanishes outside a bounded set \( E \) measurable (\( \mathcal{L}_U \)). Let \( \eta = \varepsilon/[1 + U^*(E)] \). We write \( E_k = E \cdot [x \in E; (k-1)\eta \leq f(x) \leq k\eta] \) for \( k = 1, 2, \ldots \) and we associate with each set \( E_k \) an open set \( G_k \supset E_k \) such that
Further, denoting by \( c_k(x) \) the characteristic function of \( G_k \), we write \( h(x) = \sum_{k=1}^{\infty} k \eta \cdot c_k(x) \). Since each function \( c_k(x) \) is evidently lower semi-continuous, the function \( h(x) \) is so too. We also observe that \( h(x) \) fulfills condition (7.3). On the other hand

\[
\int_{R_m} h(x) dU(x) = \sum_{k=1}^{\infty} k \eta \int_{R_m} c_k(x) dU(x) = \sum_{k=1}^{\infty} k \eta \cdot U^*(G_k) = \sum_{k=1}^{\infty} (k-1) \eta \cdot U^*(E_k) + \sum_{k=1}^{\infty} k \eta \cdot U^*(G_k - E_k),
\]

whence, by (7.5), we obtain

\[
\int_{R_m} h(x) dU(x) \leq \int_{R_m} f(x) dU(x) + \eta \cdot U^*(E) + \eta \leq \int_{R_m} f(x) dU(x) + \varepsilon.
\]

From this, remembering that \( f(x) \) is integrable on \( R_m \), (7.4) follows at once.

(ii) We now pass to the general case and represent firstly \( f(x) \) in the form \( f(x) = \sum_{n=1}^{\infty} f_n(x) \), where the \( f_n(x) \) are bounded non-negative functions measurable \( (\mathcal{L}_U) \), each of which vanishes outside a bounded set. We may do this, for instance, by writing \( f_n(x) = s_n(x) - s_{n-1}(x) \) where

\[
s_n(x) = \begin{cases} f(x) & \text{for } q(0, x) < n \text{ and } f(x) \leq n, \\ n & \text{for } q(0, x) < n \text{ and } f(x) > n, \\ 0 & \text{for } q(0, x) \geq n \end{cases} \quad n = 0, 1, 2, ...
\]

By what has been proved in (i), there exists for each function \( f_n(x) \) a lower semi-continuous function \( h_n(x) \) such that \( h_n(x) \geq f_n(x) \) at every point \( x \), and that \( \int_{R_m} [h_n(x) - f_n(x)] dU(x) < \varepsilon/2^n \). The function

\[
h(x) = \sum_{n=1}^{\infty} h_n(x)
\]

is then evidently lower semi-continuous and fulfills condition (7.3). Finally

\[
\int_{R_m} [h(x) - f(x)] dU(x) \leq \sum_{n=1}^{\infty} \int_{R_m} [h_n(x) - f_n(x)] dU(x) \leq \varepsilon,
\]

and this completes the proof.
(7.6) **Theorem of Vitali-Carathéodory.** Given a function $f(x)$ measurable $\langle \Sigma_U \rangle$ in the space $R_m$, there exist two monotone sequences of functions $\{l_n(x)\}$ and $\{u_n(x)\}$ for which the following conditions are satisfied:

(i) the functions $l_n$ are lower semi-continuous and the functions $u_n$ are upper semi-continuous,

(ii) each of the functions $l_n$ is bounded below and each of the functions $u_n$ is bounded above,

(iii) the sequence $\{l_n\}$ is non-increasing and the sequence $\{u_n\}$ is non-decreasing,

(iv) $l_n(x) \geq f(x) \geq u_n(x)$ for every $x$,

(v) $\lim n l_n(x) = f(x) = \lim u_n(x)$ almost everywhere $\langle U \rangle$,

(vi) on every set $E$ on which $f(x)$ is integrable $\langle U \rangle$, so are the functions $l_n(x)$ and $u_n(x)$ and we have

$$\lim \int_E l_n(x) dU(x) = \lim \int_E u_n(x) dU(x) = \int_E f(x) dU(x).$$

**Proof.** By expressing the function $f(x)$ as the sum of its non-negative and non-positive parts $\hat{f}(x)$ and $\check{f}(x)$ (Chap. I, § 7), we may suppose that $f(x)$ is of constant sign, say non-negative. By the preceding lemma, we can associate with $f(x)$ a sequence of lower semi-continuous functions $\{h_n(x)\}_{n=1,2,...}$ such that $h_n(x) \geq f(x)$ for every $x$ and

$$\lim_{n \to \infty} \int_R [h_n(x) - f(x)] dU(x) = 0.$$  

Writing $l_n(x) = \min [h_1(x), h_2(x), ..., h_n(x)]$ we therefore obtain a non-increasing sequence of lower semi-continuous functions $\{l_n(x)\}$ that evidently fulfills conditions (i), (ii), (iii) and (iv); moreover, it follows from (7.7) that $\lim \int_{R_m} [l_n(x) - f(x)] dU(x) = 0$, and hence that the functions $l_n(x)$ fulfill also conditions (v) and (vi).

In order now to define the sequence $\{u_n(x)\}$, we attach to the function $1/f(x)$ a non-increasing sequence of lower semi-continuous functions $\{g_n(x)\}$ such that $\lim g_n(x) = 1/f(x)$ almost everywhere $\langle U \rangle$. Such a sequence certainly exists by what has just been proved. The functions $1/g_n(x)$ then form a non-decreasing sequence of upper semi-continuous functions, that converges almost everywhere $\langle U \rangle$ to $f(x)$. If we now write $u_n(x) = 1/g_n(x)$ when $1/g_n(x) \leq n$, and
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\(u_n(x) = n\) when \(1/g_n(x) > n\), we obtain a sequence \(\{u_n(x)\}\) of bounded functions with the same properties, which therefore satisfies conditions (i—v). Finally, since the functions \(u_n(x)\) are non-negative, we can apply Lebesgue's Theorem (Chap. I, Th. 12.6) to derive from (iii) and (v) that \(\lim \int u_n(x) dU(x) = \int f(x) dU(x)\) on every set \(E\) measurable (\(\mathcal{L}_U\)), and this implies (vi).

Conditions (i) and (v) of Theorem 7.6 imply that every function measurable (\(\mathcal{L}_U\)) is almost everywhere (\(U\)) the limit of a convergent sequence (with finite or infinite limit) of semi-continuous functions, and thus coincides almost everywhere (\(U\)) with a function of the second class of Baire. This result, due to G. Vitali [2] (cf. also W. Sierpiński [6]) was completed by C. Carathéodory [1, p. 406], who established for every measurable function \(f(x)\) the existence of two sequences of functions fulfilling conditions (i)─(v). Condition (vi), which includes, as we shall see later, the theorem of de la Vallée Poussin and Perron on the existence, for summable functions, of majorant and minorant functions, has been added here because its proof is naturally related to those of conditions (i—v).

There is an obvious analogy between the property of measurable functions expressed by the theorem of Vitali-Caratheodory, and the properties of measurable sets stated in conditions (i) and (iii) of Theorem 6.6. By taking into account the geometrical definition of the integral (cf. below §10), we might even base the proof of Theorem 7.6 directly on Theorem 6.6 (vide the first ed. of this book, pp. 88—91).

\section*{§ 8. \textit{Theorem of Fubini.}} Given two Euclidean spaces \(R_p\) and \(R_q\), if \(x = (a_1, a_2, \ldots, a_p)\) and \(y = (a_{p+1}, a_{p+2}, \ldots, a_{p+q})\) are two points situated respectively in these two spaces, we shall denote by \((x, y)\) the point \((a_1, a_2, \ldots, a_{p+q})\) in the space \(R_{p+q}\). If \(X\) and \(Y\) are two sets situated respectively in the spaces \(R_p\) and \(R_q\), we shall denote by \(X \times Y\) the set of all points \((x, y)\) in \(R_{p+q}\) such that \(x \in X\) and \(y \in Y\). In particular, if \(X\) and \(Y\) are two intervals — closed, open, or half open on the same side — \(X \times Y\) also is an interval in \(R_{p+q}\), which is closed, open, or half open on the same side as \(X\) and \(Y\). Every interval \(I = [a_1, b_1; \ldots; a_{p+q}, b_{p+q}]\) can evidently be expressed — and in a unique manner — in the form \(I_1 \times I_2\) where \(I_1\) and \(I_2\) are intervals in \(R_p\) and \(R_q\) respectively; we merely have to write \(I_1 = [a_1, b_1; \ldots; a_p, b_p]\) and \(I_2 = [a_{p+1}, b_{p+1}; \ldots; a_{p+q}, b_{p+q}]\).

Given two additive functions of an interval, \(U\) and \(V\), in the spaces \(R_p\) and \(R_q\) respectively, we determine a function of an interval \(T\) in \(R_{p+q}\) by writing \(T(I_1 \times I_2) = U(I_1) \cdot V(I_2)\) for each pair of intervals \(I_1 \subset R_p\) and \(I_2 \subset R_q\). The function \(T\) thus defined, clearly additive when \(U\) and \(V\) are, will be denoted by \(UV\). In particular,
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we see easily that $L_{p+q} = L_p L_q$, where $L_p$, $L_q$ and $L_{p+q}$ denote the volume in the spaces $R_p$, $R_q$ and $R_{p+q}$ respectively (cf. § 2, p. 59).

It is known since Cauchy that, if $I_1$ and $I_2$ are respectively two intervals in the spaces $R_p$ and $R_q$, integration of any continuous function over the interval $I_1 \times I_2 \subseteq R_{p+q}$ may be reduced to two successive integrations over the intervals $I_1$ and $I_2$. By repeating the process, any integral of a continuous function on an $m$-dimensional interval may be reduced to $m$ successive integrations on linear intervals in $R_1$. This classical theorem was extended by H. Lebesgue [1] to functions measurable (Σ) that are bounded, and then by G. Fubini [1] (cf. also L. Tonelli [2]) to all functions integrable (L), whether bounded or not. We shall state this result in the following form:

(8.1) **Fubini's Theorem.** Suppose given two non-negative additive functions $U$ and $V$ of an interval in the spaces $R_p$ and $R_q$ respectively, and let $f(x, y)$ be a non-negative function measurable (Σ_{UV}) in $R_{p+q}$. Then

(i) $f(x, y)$ is a function of $x$, measurable (Σ_U) in $R_p$ for every $y \in R_q$, except at most a set of measure (V) zero,

(ii) $f(x, y)$ is a function of $y$, measurable (Σ_V) in $R_q$ for every $x \in R_p$, except at most a set of measure (U) zero,

\[
\int_{R_{p+q}} f(x, y) dUV(x, y) = \int_{R_q} \left[ \int_{R_p} f(x, y) dU(x) \right] dV(y) = \int_{R_p} \left[ \int_{R_q} f(x, y) dV(y) \right] dU(x).
\]

**Proof.** Let us write for short, $T=UV$. By symmetry, it is enough to show that every non-negative function $f(x, y)$ measurable (Σ_{T}) in $R_{p+q}$ fulfills condition (i)_1 and also the relation

(8.2) \[
\int_{R_{p+q}} f(x, y) dT(x, y) = \int_{R_q} \left[ \int_{R_p} f(x, y) dU(x) \right] dV(y).
\]

For brevity, we shall say that a function $f(x, y)$ in $R_{p+q}$ has the property (F), if it is non-negative and measurable (Σ_{T}) in $R_{p+q}$, and if it fulfills condition (i)_1 and the relation (8.2). For the sake of clearness, the reasoning that follows is divided into a several auxiliary propositions.
(8.3) The sum of two functions with the property (F), and the limit of any non-decreasing sequence of such functions, have the property (F). Also, the difference of two functions with the property (F), has the property (F), provided that it is non-negative and that one at least of the given functions is finite and integrable (T) on the space $\mathbb{R}^{p+q}$.

For the sum, and for the difference, of two functions, the statement is obvious. Let therefore $\{h_n(x, y)\}$ be a non-decreasing sequence of functions in $\mathbb{R}^{p+q}$ having the property (F), and let $h(x, y) = \lim h_n(x, y)$. The definite integrals $\int h_n(x, y) \, dU(x)$ exist, and constitute a non-decreasing sequence, for every $y \in \mathbb{R}_q$ except at most those of a set of measure (V) zero. Consequently, by Lebesgue's theorem on integration of monotone sequences of functions:

$$\int h(x, y) \, dT(x, y) = \lim \int h_n(x, y) \, dT(x, y) = \lim \left[ \int h_n(x, y) \, dU(x) \right] \, dV(y) = \int \lim \left[ h_n(x, y) \, dU(x) \right] \, dV(y),$$

and this establishes the property (F) for the function $h(x, y)$.

(8.4) The characteristic function of any set $E \subseteq \mathbb{R}^{p+q}$ measurable ($\Sigma_T$) has the property (F).

We shall establish this, first for very special sets $E$ and then, by successive stages, for general measurable sets. Suppose in the first place that

1° $E = A \times B$, where $A$ and $B$ are intervals half open to the left, situated respectively in $\mathbb{R}_p$ and $\mathbb{R}_q$, and such that the oscillations of $U$ and of $V$ vanish at the boundaries of $A$ and $B$ respectively (cf. § 3, p. 60). The oscillation of the function $T = UV$ therefore vanishes at the boundary of the interval $E = A \times B$, and we find by Theorem 6.2

$$T^*(E) = T(\overline{E}) = U(\overline{A}) \cdot V(\overline{B}) = U^*(A) \cdot V^*(B).$$

On the other hand, for every $y \in \mathbb{R}_q$ the function $c_E(x, y)$ is in $x$ the characteristic function either of the half open interval $A$, or of the empty set, according as $y \in B$ or $y \in \mathbb{R}_q - B$. This function is therefore measurable ($\Sigma_U$), and indeed measurable ($\mathcal{B}$), for every $y \in \mathbb{R}_q$, and, by (8.5)
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\[ \int_{\mathbb{R}^{p+q}} c_E(x, y) dT(x, y) = T^*(E) = U^*(A) \cdot V^*(B) = \int_{\mathbb{R}^p} \left[ \int_{\mathbb{R}^q} c_E(x, y) dU(x) \right] dV(y). \]

2° \( E \) is an open set. We shall begin by showing that, in this case, \( E \) is the sum of a sequence of half open intervals \( \{ I_n \} \) no two of which have common points, these intervals \( I_n \) being of the form \( A_n \times B_n \) where (a) \( A_n \) and \( B_n \) are intervals, half open to the left, situated in \( \mathbb{R}^p \) and \( \mathbb{R}^q \) respectively, and (b) the oscillations of \( U \) and \( V \) vanish at the boundaries of \( A_n \) and \( B_n \) respectively.

To see this, let \( \{ U^{(k)} \} \) be a regular sequence of nets in \( \mathbb{R}^p \) formed of intervals half open to the left and such that the oscillation of \( U \) vanishes at the boundary of each of these intervals; by Theorems 4.2 and 2.1, such a sequence certainly exists. And let \( \{ B^{(k)} \} \) be a sequence of nets similarly constructed for the space \( \mathbb{R}^q \) and for the function \( V \). We denote, for each \( f \), by \( Z^{(f)}(k) \) the system of all half open intervals in \( \mathbb{R}^{p+q} \) which are of the form \( A \times B \) where \( A \in U^{(k)} \) and \( B \in B^{(k)} \). The systems of intervals \( Z^{(f)}(k) \), thus defined, form a regular sequence of nets of half open intervals in the space \( \mathbb{R}^{p+q} \). The set \( E \) being open, we can therefore express it (cf. § 2, p. 58) as the sum of a sequence of half open intervals \( \{ I_n \} \) taken from the nets \( Z^{(f)}(k) \) and without points in common to any two. We see at once that each interval \( I_n \) of this sequence is of the form \( A_n \times B_n \) where \( A_n \) and \( B_n \) satisfy conditions (a) and (b).

This being so, we have \( c_E(x, y) = \sum_n c_{I_n}(x, y) \), where on account of the result established for the case 1°, each of the characteristic functions \( c_{I_n}(x, y) \) has the property \( (F) \). Therefore, to verify that the function \( c_E(x, y) \) also has this property, we need only apply (8.3).

3° \( E \) is a set \( (\mathfrak{S}_6) \). First suppose that, besides, the set \( E \) is bounded. \( E \) is then the limit of a descending sequence of bounded open sets \( \{ G_n \} \). The functions \( c_{\alpha_n}(x, y) - c_{\beta_n}(x, y) \) constitute a non-decreasing sequence of non-negative functions which have, by 2° and (8.3), the property \( (F) \). Consequently, again on account of (8.3), the limit function of this sequence \( h(x, y) = c_{\alpha}(x, y) - c_E(x, y) \) itself has the property \( (F) \) and the same is therefore true of the function \( c_{\gamma}(x, y) = c_{\alpha}(x, y) - h(x, y) \).

Now if \( E \) is an arbitrary set \( (\mathfrak{S}_6) \), we can express it as the limit of an ascending sequence \( \{ H_n \} \) of bounded sets \( (\mathfrak{S}_6) \). By what has...
just been proved, the characteristic functions of the sets $H_n$ have the property $(F)$ and, consequently, the function $c_{b}(x, y) = \lim_{n} c_{H_n}(x, y)$ itself has the property $(F)$.

$4^0$ $E$ is a set of measure $(T)$ zero. There is then, by Theorem 6.5, a set $H \in \mathfrak{G}_{\delta}$ containing $E$ and of measure $(T)$ zero.

By the result established for sets $(\mathfrak{G}_{\delta})$, the function $c_{H}(x, y)$ has the property $(F)$, and therefore $\int_{R_{q}} \int_{R_{p}} \left[ \int c_{H}(x, y) dU(x) \right] dV(y) = \int_{R_{p}+q} c_{H}(x, y) dT(x, y) = T^{*}(H) = 0$. Hence, for every $y \in R_{q}$, except at most a set $Y$ of measure $(V)$ zero, $\int_{R_{p}} c_{H}(x, y) dU(x) = 0$, i.e. $c_{H}(x, y)$, as function of $x$, vanishes almost everywhere $(U)$ in $R_{p}$. Hence, $a$ fortiori, $c_{E}(x, y) \leq c_{H}(x, y)$ as function of $x$, vanishes almost everywhere $(U)$, and is consequently measurable $(\mathfrak{L}_{U})$, for all $y \in R_{q}$, except at most for those of the set $Y$ of measure $(V)$ zero. Finally, we clearly have $\int_{R_{q}} \int_{R_{p}} c_{E}(x, y) dU(x) dV(y) = 0 = T^{*}(E) = \int_{R_{p}+q} c_{E}(x, y) dT(x, y)$.

The function $c_{E}(x, y)$ thus has the property $(F)$.

On account of Theorem 6.6 every set $E$ measurable $(\mathfrak{L}_{T})$ is expressible in the form $E = H - Q$, where $H$ is a set $(\mathfrak{G}_{\delta})$ and $Q$ is a set of measure $(T)$ zero contained in $H$. We thus have $c_{E}(x, y) = c_{H}(x, y) - c_{Q}(x, y)$, and by (8.3) the proposition (8.4) reduces to the special cases $3^0$ and $4^0$ already treated.

The proposition (8.4) being thus established, let $f(x, y)$ be any non-negative function measurable $(\mathfrak{L}_{T})$ in the space $R_{p+q}$. By Theorem 7.4, Chap. I, the function $f$ is the limit of a non-decreasing sequence of simple functions, finite, non-negative, and measurable $(\mathfrak{L}_{T})$. Now each of these simple functions is a linear combination, with positive coefficients, of a finite number of characteristic functions of sets measurable $(\mathfrak{L}_{T})$, and therefore has the property $(F)$ on account of (8.4). Thus the function $f$ is the limit of a non-decreasing sequence of functions with the property $(F)$, and so, by (8.3), $f$ itself has the property $(F)$. This completes the proof of Theorem 8.1.

Let us make special mention of the particular case of the theorem in which $f(x, y)$ is the characteristic function of a measurable set:
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(8.6) **Theorem.** If $U$ and $V$ are two non-negative additive functions of an interval in the spaces $R_p$ and $R_q$ respectively, and if $Q$ is a set measurable $(\mathcal{L}_{UV})$ in the space $R_{p+q}$, then

(i) the set $\int_x E[(x, y) \in Q] dx$ is measurable $(\mathcal{L}_U)$ for every $y \in R_q$, except at most a set of measure $(V)$ zero,

(ii) the set $\int_y E[(x, y) \in Q] dy$ is measurable $(\mathcal{L}_V)$ for every $x \in R_p$, except at most a set of measure $(U)$ zero, and

(ii) the measure $(UV)$ of $Q$ is equal to

\[ \int_{R_q} \int_{R_p} E[(x, y) \in Q] dx dy = \int_{R_p} \int_{R_q} E[(x, y) \in Q] dy dx. \]

Fubini's theorem is frequently stated in the following form:

(8.7) **Theorem.** Let $U$ and $V$ be two additive functions of bounded variation of an interval in the spaces $R_p$ and $R_q$ respectively. Then for every function $f(x, y)$ integrable $(UV)$ on $R_{p+q}$, the relation (ii) of theorem 8.1 holds good and the function $f(x, y)$ is integrable $(U)$ in $x$ on $R_p$ for every $y \in R_q$, except at most a set of measure $(V)$ zero, and integrable $(V)$ in $y$ on $R_q$ for every $x \in R_p$, except at most a set of measure $(U)$ zero.

We reduce this statement at once to that of Theorem 8.1 by expressing the function $f$ as the sum of its non-negative and non-positive parts, and by applying to the functions of an interval $U$ and $V$ the Jordan decomposition ($\S$ 4, p. 62).

Further generalizations of Fubini's theorem for the Lebesgue-Stieltjes integration (in particular including the theorems analogous to Theorem 15.1 of Chap. I) were studied by L. C. Young in his Fellowship Dissertation (Cambridge 1931, unpublished). An account of these researches will be given in the boo The theory of Stieltjes integrals and distribution-functions by L. C. Young (Oxford, Clarendon Press).

It follows in particular from Theorem 8.6 that for any set $Q$ measurable in the sense of Lebesgue in the space $R_{p+q}$, its measure $(L_{p+q})$ is given by the definite integrals $\int_{R_p} \int_{R_q} E[(x, y) \in Q] dx dy$. It is nevertheless to be remarked that the existence of these two integrals does not in general enable us to draw any conclusion as to measurability $(\mathcal{L})$ of the set $Q$. W. Sierpiński [5] has in fact constructed in the plane a set non-measurable $(\mathcal{L})$ having exactly one point in common with every parallel to the axes. This construction depends, needless to say, on the axiom of selection of Zermelo.

For an interesting discussion of Fubini's theorem for Lebesgue integration of functions of variable sign, vide G. Fichtenholz [1].
We complete the theorems of this § by the following

(8.8) **Theorem.** If \( Q \) is a set measurable (\( \mathcal{B} \)) in the space \( \mathbb{R}^{p+q} \),
the set \( E[(x, y) \in Q] \) is measurable (\( \mathcal{B} \)) in the space \( \mathbb{R}^p \) for every \( y \in \mathbb{R}^q \),
and the set \( E[(x, y) \in Q] \) is measurable (\( \mathcal{B} \)) in \( \mathbb{R}^q \) for every \( x \in \mathbb{R}^p \).

Similarly, if a function \( f(x, y) \) is measurable (\( \mathcal{B} \)) in the space \( \mathbb{R}^{p+q} \),
then in \( \mathbb{R}^p \) the function \( f(x, y) \) is measurable (\( \mathcal{B} \)) in \( x \) for every \( y \in \mathbb{R}^q \),
and in \( \mathbb{R}^q \) the function \( f(x, y) \) is measurable (\( \mathcal{B} \)) in \( y \) for every \( x \in \mathbb{R}^p \).

**Proof.** It will be enough to prove the first half of the theorem,
since the second half obviously follows from the first. Let us denote
by \( \mathcal{B}_0 \) the class of all sets \( Q \) in \( \mathbb{R}^{p+q} \) such that the sets \( E[(x, y) \in Q] \),
for every \( y \in \mathbb{R}^q \), and the sets \( E[(x, y) \in Q] \), for every \( x \in \mathbb{R}^p \), are measurable (\( \mathcal{B} \)) in the spaces \( \mathbb{R}^p \) and \( \mathbb{R}^q \) respectively. If a set \( Q \subset \mathbb{R}^{p+q} \)
is closed, so are the sets \( E[(x, y) \in Q] \) and \( E[(x, y) \in Q] \). The class \( \mathcal{B}_0 \)
thus contains all closed sets of the space \( \mathbb{R}^{p+q} \), and on the other
hand we see at once that \( \mathcal{B}_0 \) is additive. It follows that \( \mathcal{B}_0 \) includes
all Borel sets in the space \( \mathbb{R}^{p+q} \) (cf. the definition, Chap. II, p. 41),
and this completes the proof.

* § 9. Fubini's theorem in abstract spaces. We shall
return in this § to the abstract considerations of Chap. I and show
that for abstract spaces, theorems similar to those of the preceding §
hold good.

Given any two sets \( X \) and \( Y \), we shall denote by \( X \times Y \) the
set of all pairs of elements \((x, y)\) for which \( x \in X \) and \( y \in Y \). The
set \( X \times Y \) is often called combinatorial product or Cartesian product
(cf. C. Kuratowski [I, p. 7]) of the sets \( X \) and \( Y \). The following
identities are obvious

(9.1) \[ (X_1 \times Y_1) \cdot (X_2 \times Y_2) = (X_1 \cdot X_2) \times (Y_1 \cdot Y_2), \]
(9.2) \[ (X_2 \times Y_2) - (X_1 \times Y_1) = [(X_2 - X_1) \times Y_2] + [(Y_2 - Y_1) \times X_1], \]
the sets \( X_1, X_2, Y_1, Y_2 \) being quite arbitrary.

If \( \mathcal{X} \) and \( \mathcal{Y} \) are additive classes of sets in the spaces \( X \) and \( Y \)
respectively, \( \mathcal{X} \mathcal{Y} \) will denote the smallest additive class of sets
in the space \( X \times Y \), containing all product-sets of the form \( X \times Y \),
where \( X \in \mathcal{X} \) and \( Y \in \mathcal{Y} \).
For auxiliary purposes, we shall make use in this § of the following definition: a class $\mathcal{R}$ of sets will be termed normal, if (i) the sum of every sequence of sets ($\mathcal{R}$) no two of which have common points is itself a set ($\mathcal{R}$) and (ii) the limit of every descending sequence of sets ($\mathcal{R}$) is a set ($\mathcal{R}$).

We shall begin by proving the following analogue of Theorem 8.8:

(9.3) **Theorem.** Let $\mathcal{X}$ and $\mathcal{Y}$ be two additive classes of sets in the spaces $X$ and $Y$ respectively. Then, if $Q$ is a set measurable ($\mathcal{X}$) in the space $X \times Y$, the set $\mathcal{E}[(x, y) \in Q]$ is measurable ($\mathcal{X}$) for every $y \in Y$, and the set $\mathcal{E}[(x, y) \in Q]$ is measurable ($\mathcal{Y}$) for every $x \in X$.

In the same way a function $f(x, y)$ which is measurable ($\mathcal{X}$) in the space $X \times Y$, is measurable ($\mathcal{X}$) in $x$ for every $y \in Y$ and measurable ($\mathcal{Y}$) in $y$ for every $x \in X$.

**Proof.** It is enough to prove only the first part concerning sets. To do this, we denote by $\mathcal{M}$ the class of all sets $Q$ in $X \times Y$ such that the set $\mathcal{E}[(x, y) \in Q]$ is measurable ($\mathcal{X}$) for every $y \in Y$, and that the set $\mathcal{E}[(x, y) \in Q]$ is measurable ($\mathcal{Y}$) for every $x \in X$. We see at once that the class $\mathcal{M}$ is additive in the space $X \times Y$ and that, besides, it includes all sets $X \times Y$ for which $X \in \mathcal{X}$ and $Y \in \mathcal{Y}$. Hence $\mathcal{XY} \subseteq \mathcal{M}$, and this completes the proof.

Before proceeding further we shall establish the following lemma:

(9.4) **Lemma.** If $\mathcal{X}$ and $\mathcal{Y}$ are two additive classes of sets in the spaces $X$ and $Y$ respectively, the class $\mathcal{XY}$ coincides with the smallest normal class that includes the sets $X \times Y$ for which $X \in \mathcal{X}$ and $Y \in \mathcal{Y}$.

**Proof.** For brevity let us term elementary any set $X \times Y$ for which $X \in \mathcal{X}$ and $Y \in \mathcal{Y}$, and let $\mathcal{R}_0$ denote the smallest normal class which includes all elementary sets (i.e. the common part of all the normal classes that include these sets). Clearly $\mathcal{R}_0 \subseteq \mathcal{XY}$ since $\mathcal{XY}$ is also a normal class. In order to establish the opposite inclusion, it is enough to prove that the class $\mathcal{R}_0$ is additive, and this will be an immediate consequence of the following two properties of the class $\mathcal{R}_0$: 
The common part of any sequence of sets \( (\mathcal{R}_0) \) is itself a set \( (\mathcal{R}_0) \).

The complement (with respect to the space \( X \times Y \)) of any set \( (\mathcal{R}_0) \) is again a set \( (\mathcal{R}_0) \).

To prove (9.5), it is enough, since the class \( \mathcal{R}_0 \) is normal, to show that the common part of two sets \( (\mathcal{R}_0) \) is a set \( (\mathcal{R}_0) \). For this purpose, let \( \mathcal{R}^* \) be the class of all the sets \( (\mathcal{R}_0) \) whose common parts with every elementary set belong to \( \mathcal{R}_0 \). From the identity (9.1), it follows that the common part of two elementary sets is an elementary set, and hence that \( \mathcal{R}_1 \) includes all the elementary sets. On the other hand, we verify at once that \( \mathcal{R}_1 \) is a normal class. This gives \( \mathcal{R}_0 \subset \mathcal{R}_1 \), and since by definition \( \mathcal{R}_1 \subset \mathcal{R}_0 \), we obtain \( \mathcal{R}_1 = \mathcal{R}_0 \).

Let now \( \mathcal{R}_2 \) be the class of all the sets \( (\mathcal{R}_0) \) whose common parts with every set \( (\mathcal{R}_0) \) belong to \( \mathcal{R}_0 \). Since \( \mathcal{R}_1 = \mathcal{R}_0 \), the class \( \mathcal{R}_2 \) includes all elementary sets. Furthermore, \( \mathcal{R}_2 \) is clearly a normal class. We therefore have \( \mathcal{R}_2 = \mathcal{R}_0 \), and this proves (9.5).

To establish (9.6), let \( \mathcal{R}_3 \) be the class of all the sets \( (\mathcal{R}_0) \) whose complements are also sets \( (\mathcal{R}_0) \). On account of the identity (9.2) the complement of any elementary set is the sum of two elementary sets without common points, and so, a set \( (\mathcal{R}_0) \). Therefore the class \( \mathcal{R}_3 \) includes all elementary sets and, to conclude that \( \mathcal{R}_3 = \mathcal{R}_0 \), it suffices to show that the class \( \mathcal{R}_3 \) is normal.

Let therefore \( \{X_n\} \) be any sequence of sets \( (\mathcal{R}_3) \) without common points to any two of them, and let \( X \) be the sum of the sequence. The set \( X \) clearly belongs to the class \( \mathcal{R}_0 \). On the other hand, the sets \( CX_n \) are, by hypothesis, sets \( (\mathcal{R}_0) \); so that, by (9.5), the same is true of their product \( CX = \bigcup_{n=1}^{\infty} CX_n \). Thus we have at the same time, \( X \in \mathcal{R}_0 \) and \( CX \in \mathcal{R}_0 \), and therefore \( X \in \mathcal{R}_3 \).

Again, let \( \{Y_n\}_{n=1,2,...} \) be a descending sequence of sets \( (\mathcal{R}_3) \), and \( Y \) its limit. The set \( Y \) clearly belongs to the class \( \mathcal{R}_0 \). On the other hand, consider the identity

\[
CY = \sum_{n=1}^{\infty} CY_n = CY_1 + \sum_{n=1}^{\infty} Y_n \cdot CY_{n+1},
\]

and observe that no two of the sets \( CY_1 \) and \( Y_n \cdot CY_{n+1} \) for \( n=1,2,... \) have common points. Since these sets belong, by (9.5), to the class \( \mathcal{R}_0 \), so does the set \( CY \). Thus we have both \( Y \in \mathcal{R}_0 \) and \( CY \in \mathcal{R}_0 \), whence \( Y \in \mathcal{R}_3 \). The class \( \mathcal{R}_3 \) is therefore normal, and this establishes (9.6) and completes the proof of Lemma 9.4.
We can restate Lemma 9.4 in the following more general form:

\[(9.7) \text{Given in an abstract space } T \text{ a class } \mathcal{Q} \text{ of sets additive in the weak sense, then the smallest class that is additive (in the complete sense) and contains } \mathcal{Q} \text{ coincides with the smallest normal class containing } \mathcal{Q}.\]

The proof is the same as for Lemma 9.4.

If \( \mathfrak{A} \) and \( \mathfrak{B} \) are additive classes in the spaces \( X \) and \( Y \) respectively, the finite sums of the sets \( X \times Y \) for which \( X \in \mathfrak{A} \) and \( Y \in \mathfrak{B} \), constitute, according to formulae (9.1) and (9.2), a class that is additive in the weak sense (vide Chap. I, p. 7) in the space \( X \times Y \). Another example of a class of sets additive in the weak sense consists of the class of all the sets of an arbitrary metrical space \( M \), that are both sets \( (\mathfrak{O}) \) and \( (\mathfrak{F}) \). The smallest class that is additive (in the complete sense) and contains these sets is clearly the class of Borel sets in \( M \).

The assertion of (9.7) enables us to prove easily the following theorem due to H. Hahn [2, p. 437] and in some respect analogous to Theorem 6.6:

Let \( \mathcal{Q} \) be a class of sets additive in the weak sense in a space \( T \), and let \( \mathcal{I} \) be the smallest class of sets that is additive in the complete sense and contains \( \mathcal{Q} \). Suppose further that \( \tau \) is a measure \( (\mathfrak{E}) \) such that the space \( T \) either has finite measure \( (\tau) \), or, more generally, is expressible as the sum of a sequence of sets of finite measure \( (\tau) \). Then (i) for every set \( E \) measurable \( (\mathcal{I}) \) and for every \( \varepsilon > 0 \), there exists a set \( F \in \mathcal{Q}_{0} \), and a set \( G \in \mathcal{Q}_{0} \) such that \( F \subseteq E \subseteq G \) and that \( \tau(E - F) < \varepsilon \) and \( \tau(G - E) < \varepsilon \); (ii) for every set \( E \) measurable \( (\mathcal{I}) \) there exist a set \( \mathcal{Q}_{0a} \) contained in \( E \), and a set \( \mathcal{Q}_{0a} \) containing \( E \), which differ from \( E \) at most by sets of measure \( (\tau) \) zero.

\[(9.8) \text{Theorem. Let } \mathfrak{A} \text{ and } \mathfrak{B} \text{ be additive classes of sets in the spaces } X \text{ and } Y \text{ respectively, and let } \mu \text{ and } v \text{ be measures defined respectively for these classes. Suppose that } \mu(X) < \infty \text{ and } v(Y) < \infty, \text{ or, more generally, that}
\]

\[X = \sum_{n} X_{n}, \quad Y = \sum_{n} Y_{n}\]

where \( X_{n} \in \mathfrak{A}, \ Y_{n} \in \mathfrak{B}, \ \mu(X_{n}) < \infty \text{ and } v(Y_{n}) < \infty \text{ for } n = 1, 2, ...\]

Then, for every set \( Q \subseteq X \times Y \) measurable \( (\mathfrak{A} \mathfrak{B}) \), (i) \( \mu x \{ (x, y) \in Q \} dx \), as function of \( y \), is measurable \( (\mathfrak{B}) \) in the space \( Y \) and \( v y \{ (x, y) \in Q \} dy \), as function of \( x \), is measurable \( (\mathfrak{A}) \) in the space \( X \); furthermore

\[(9.9) \text{(ii) } \frac{\mu x \{ (x, y) \in Q \} dx}{v y \{ (x, y) \in Q \} dy} (\mathfrak{X}) \int_{X} v y \{ (x, y) \in Q \} dy \mu(x).
\]

\[\text{Proof. We may clearly suppose that no two sets } X_{n}, \text{ and also no two sets } Y_{n}, \text{ have common points. The same will then be true of the sets } X_{n} \times Y_{m} \text{ in the space } X \times Y.\]

Let us denote by \( \mathfrak{R} \) the class of all the sets \( P \) measurable \( (\mathfrak{A} \mathfrak{B}) \) in the space \( X \times Y \), such that conditions (i) and (ii) of the theorem
hold good for every set \( Q = P \cdot (X \times Y) \) where \( n \) and \( m \) are arbitrary positive integers. Since \( Q = \sum_{n,m} Q \cdot (X \times Y) \) for every set \( Q \subset X \times Y \); and since no two of the sets \( X \times Y \) have common points, it follows easily from Lebesgue’s Theorem 12.3, Chap. I, that every set \( Q \) belonging to the class \( \mathcal{R} \) fulfills conditions (i) and (ii). We have to prove that this class includes all sets measurable (\( \mathcal{F} \)).

To do this, we observe that it follows at once from the identity (9.1) that every set \( X \times Y \) for which \( X \in \mathcal{X} \) and \( Y \in \mathcal{Y} \), belongs to \( \mathcal{R} \). On the other hand, since by hypothesis \( \mu(X_n) < \infty \) and \( v(Y_n) < \infty \) for every \( n \), we easily deduce from Lebesgue’s Theorems 12.3 and 12.11 Chap. I, that the sum of any sequence of sets \( (\mathcal{R}) \) no two of which have common points, and the limit of any descending sequence of sets \( (\mathcal{R}) \), are themselves sets \( (\mathcal{R}) \). The class \( \mathcal{R} \) is therefore normal, and by Lemma 9.4, contains all sets \( (\mathcal{F}) \). This proves the theorem.

If we suppose the hypotheses of Theorem 9.8 satisfied, a measure can be defined for the class \( \mathcal{F} \) so as to correspond naturally to the measures \( \mu \) and \( v \) that are given for the classes \( \mathcal{X} \) and \( \mathcal{Y} \). We do this by calling measure \( (\mu v) \) of a set \( Q \) measurable \( (\mathcal{F}) \) the common value of the integrals (ii) of Theorem 9.8. It is immediate that we then have \( \mu v(X \times Y) = \mu(X) \cdot v(Y) \) for every pair of sets \( X \in \mathcal{X} \) and \( Y \in \mathcal{Y} \).

This definition enables us to state Theorem 9.8 in a manner analogous to Theorem 8.6. But the analogy would be incomplete if we neglected to extend at the same time the class \( \mathcal{F} \). Thus, for instance if \( \mathcal{X} \) and \( \mathcal{Y} \) denote respectively the classes of sets measurable in the Lebesgue sense in Euclidean spaces \( \mathbb{R}^p \) and \( \mathbb{R}^q \), the class \( \mathcal{F} \) does not coincide with that of the sets measurable \( (\mathcal{L}) \) in \( \mathbb{R}^{p+q} \), although it is evidently included in the latter. The extension of the class \( \mathcal{F} \), that we require in the general case, will be defined as follows.

Given an additive class of sets \( \mathcal{I} \) and a measure \( \tau \) associated with this class, we shall call the class \( \mathcal{I} \) complete with respect to the measure \( \tau \) if it includes all subsets of sets \( (\mathcal{I}) \) of measure \( (\tau) \) zero. Thus for instance, if \( \mathcal{I} \) denotes any measure of Carathéodory, the class \( \mathcal{I} \) is complete with respect to \( \mathcal{I} \) (cf. Chap. II, p. 44), and in particular, the class \( \mathcal{L} \) in a Euclidean space is complete with respect to Lebesgue measure; whereas the class of sets measurable \( (\mathcal{B}) \) is not complete with respect to that measure.
Every additive class of sets $\mathcal{F}$ may be completed with respect to any measure $\tau$ defined for the class, i.e., there is always an additive class $\mathcal{G} \supset \mathcal{F}$ such that the function of a set $\tau$ can be continued as a measure on all sets ($\mathcal{G}$) and such that $\mathcal{G}$ is complete with respect to the measure $\tau$ thus continued. Among the classes $\mathcal{G}$ of this kind, there is a smallest one that we shall denote by $\mathcal{F}'$. As is seen directly, this class consists of all sets of the form $T - N_1 + N_2$, where $T \in \mathcal{F}$ and $N_1, N_2$ are arbitrary subsets of sets ($\mathcal{F}$) of measure (ν) zero. The extension of the measure $\tau$ to all sets of this form is evident.

We can now state the following theorem which corresponds to Fubini's Theorem 8.1:

\begin{equation}
(9.10) \textbf{Theorem.} \quad \text{Under the hypotheses of Theorem 9.8, if } f(x, y) \text{ is a non-negative function measurable (} \mathcal{F}' \text{) in the space } X \times Y, \text{ then:}
\end{equation}

\begin{enumerate}
  \item $f(x, y)$ as function of $x$ is measurable (\mathcal{F}'') in $X$ for every $y \in Y$, except at most a set of measure (ν) zero;
  \item $f(x, y)$ as function of $y$ is measurable (\mathcal{F}') in $Y$ for every $x \in X$, except at most a set of measure (μ) zero;
\end{enumerate}

\begin{equation}
(ii) \quad \int_{X \times Y} f(x, y) \, d\mu(x, y) = \int_X \left[ \int_{\mathcal{F}} f(x, y) \, d\nu(y) \right] d\mu(x). \quad X \times Y \quad Y \times X \quad X \times Y
\end{equation}

\textbf{Proof.} In the special case in which $f$ is the characteristic function of a set measurable (\mathcal{F}''), the theorem is an immediate consequence of Theorem 9.8. The same is true when $f$ is the characteristic function of a set measurable (\mathcal{F}'') of measure (μν) zero, and in consequence Theorem 9.8 remains true when $f$ is the characteristic function of any set (\mathcal{F}'').

This being so, we pass as usual to the case in which $f$ is a finite function, simple and measurable (\mathcal{F}'') and finally, with the help of Theorems 7.4 and 12.6, Chap. I, to the general case in which $f$ is any non-negative function measurable (\mathcal{F}'').

Condition (9.9) is essential to the validity of Theorems 9.8 and 9.10. To see this, let us consider some examples for which the condition is not fulfilled. Put $X = Y = R_1$, and let $\mathcal{F} = \mathcal{G}$ be the class of all sets in $R_1$ that are measurable in the sense of Lebesgue. We choose for $\mu$ the ordinary Lebesgue measure, and we define the measure $\nu$ by making $\nu(Y)$ equal to the number of elements of $Y$ (so that $\nu(Y) = \infty$ if $Y$ is an infinite set). Finally, let $Q$ be the set of all the points $(x, x)$ in $R_1 = X \times Y$ such that $0 \leq x \leq 1$. The integrals occurring in condition (ii) of Theorem 9.8 are then respectively 0 and 1 so that condition (ii) does not hold. (We could also, by a suitable modification of the set $Q$, choose $Y = R_1$ and take as measure $\nu$ the length $\lambda_1$; cf. Chap. II, § 8.)
Another example showing the importance of condition (9.9) is due to A. Lindenbaum. Put $X = Y = R_1$, let $\mathcal{F} = \mathcal{Y}$ be the class of all Borel sets in $R_1$, and let $\mu(X) = \nu(X)$ denote for every set $X$ the number of its elements. By a theorem of the theory of analytic sets (cf., for instance, C. Kuratowski [1, p. 261]) there exists in the plane $R_2 = X \times Y$ a Borel set $Q$ such that the set of $x \in R_1$ for which $E[(x, y) \in Q]$ reduces to a single point, is not measurable in the sense of Borel. 

In other words, the set of $x \in X$ for which $\nu\{E[(x, y) \in Q]\} = 1$ is not measurable ($\mathcal{F}$).

Thus condition (i) of Theorem 9.8 does not hold.

For the results of this §, vide H. Hahn [2]; cf. also S. Ulam [2], Z. Łomnicki and S. Ulam [1], and W. Feller [1]. For a discussion of Fubini's theorem applied to functions whose values belong to an abstract vector space, vide also S. Bochner [2]. Finally we observe that certain theorems, analogous to those established in this § for measurable sets and sets of measure zero, can be stated for the property of Baire and the Baire categories. Cf. on this point C. Kuratowski and S. Ulam [1].

§ 10. Geometrical definition of the Lebesgue-Stieltjes integral. The geometrical definition of an integral is inspired by the older and more natural idea of regarding the integral as the measure of an "area", or of a "volume", attached to the function in a certain way that is well known.

Let us begin by fixing our notation. Given a function $f(x)$ defined on a set $Q \subseteq R_m$, we call graph of $f(x)$ on $Q$, and we denote by $B(f; Q)$, the set of all points $(x, y)$ of $R_{m+1}$ for which $x \in Q$ and $y = f(x) + \infty$. If $f(x)$ is non-negative on $Q$, the set of all the points $(x, y)$ of $R_{m+1}$ such that $x \in Q$ and $0 \leq y \leq f(x)$ is termed, according to C. Carathéodory, ordinate-set of $f$ on $Q$ and will be denoted by $A(f; Q)$.

As in §§3—7 we shall suppose the space $R_m$ fixed and a non-negative additive function $U$ of an interval given in $R_m$. And in accordance with § 2, p. 59 and § 5, p. 65, $L_1$ denotes the Lebesgue measure in $R_1$.

(10.1) Lemma. If $Q \subseteq R_m$ is a set measurable ($Q_U$), the set $E[x \in Q; a \leq y \leq b]$ in $R_{m+1}$ is, for every pair of real numbers $a$ and $b \geq a$, measurable ($Q_{UL_1}$), and its measure ($UL_1$) is $(b - a) \cdot U^*(Q)$.

Proof. Let us write for short, $Q_{a,b} = E[x \in Q; a \leq y \leq b]$ and $T = UL_1$. We shall begin by showing that if $Q$ has measure ($U$) zero, the set $Q_{a,b}$ is of measure ($T$) zero, and so is certainly measurable ($L_T$).
To see this, observe that there is then, for any \( \varepsilon > 0 \), a sequence of intervals \( \{I_n\} \) in \( R_m \) such that \( Q \subseteq \sum_n I_n \) and \( \sum_n U(I_n) \leqslant \varepsilon \). Writing \( J_n = I_n \times [a - \varepsilon, b + \varepsilon] \), we obtain a sequence of intervals \( \{J_n\} \) in \( R_{m+1} \), such that \( Q_{a,b} \subseteq \sum_n J_n \) and \( \sum_n T(J_n) = \sum_n U(J_n) \cdot (b - a + 2\varepsilon) \leqslant (b - a + 2\varepsilon) \cdot \varepsilon \). Thus \( T^*(Q_{a,b}) = 0 \).

Let now \( Q \) be any set measurable \((\Sigma_U)\). By Theorem 6.6, \( Q \) is the sum of a sequence of closed sets and a set of measure \((U)\) zero. Therefore, by the above, the set \( Q_{a,b} \) is also the sum of a sequence of closed sets and of a set of measure \((T)\) zero, and is thus measurable \((\Sigma_T)\). Finally, for every real number \( y \), we have \( E[(x, y) \in Q_{a,b}] = Q \) if \( a \leqslant y \leqslant b \), and \( E[(x, y) \in Q_{a,b}] = 0 \) if \( y \) is outside the interval \([a, b]\). Hence, by Theorem 8.6, we have \( T^*(Q_{a,b}) = \int_a^b U^*(Q) \, dy = (b - a) \cdot U^*(Q) \), which completes the proof.

(10.2) Theorem. If \( f(x) \) is a function measurable \((\Sigma_U)\) on a set \( Q \subseteq R_m \), its graph on \( Q \) is of measure \((UL_1)\) zero.

Proof. Since any set measurable \((\Sigma_U)\) can be expressed as the sum of a sequence of bounded measurable sets, we can restrict ourselves to the case in which \( Q \) is bounded.

Let us fix an \( \varepsilon > 0 \) and write \( Q_n = \bigcup_{x} E[x \in Q; n \varepsilon \leqslant f(x) < (n + 1)\varepsilon] \) for every integer \( n \). By Lemma 10.1 the measure \((UL_1)\) of the graph of \( f(x) \) on \( Q_n \) does not exceed \( \varepsilon \cdot U^*(Q_n) \); therefore, on the whole set \( Q \), it does not exceed \( \varepsilon \cdot U^*(Q) \), and so vanishes.

We can now prove the following theorem which includes the geometrical definition of the Lebesgue integral:

(10.3) Theorem. In order that a function \( f(x) \) defined and non-negative on a set \( Q \subseteq R_m \) measurable \((\Sigma_U)\) on \( Q \), it is necessary and sufficient that its ordinate-set \( A(f; Q) \) on \( Q \) be measurable \((\Sigma_{UL_1})\). When this condition is fulfilled, the definite integral \((U)\) of \( f \) on \( Q \) is equal to the measure \((UL_1)\) of the set \( A(f; Q) \).

Proof. Write, for short, \( T = UL_1 \) and suppose first that \( f(x) \) is a simple function, finite, non-negative, and measurable \((\Sigma_U)\) on \( Q \), i.e. that \( f = \{v_1, Q_1; v_2, Q_2; \ldots; v_n, Q_n\} \) where \( Q_i \) are sets measurable \((\Sigma_U)\)
no two of which have common points. By Lemma 10.1, all the
sets \( A(f; Q_i) \) are measurable \((\mathcal{L}_T)\) and \( T^*[A(f; Q_i)] = v_i \cdot U^*(Q_i) \)
for \( i = 1, 2, \ldots, n \). Hence, the set \( A(f; Q) = \sum_i A(f; Q_i) \) is itself meas-
urable \((\mathcal{L}_T)\), and its measure \((T)\) is equal to \( \sum_i T^*[A(f; Q_i)] = \sum_i v_i \cdot U^*(Q_i) = \int f(x) \, dU(x) \).

Let now \( f \) be any non-negative function measurable \((\mathcal{L}_T)\) on \( Q \). There is a non-decreasing sequence \( \{h_n(x)\} \) of simple functions, finite, non-negative, and measurable \((\mathcal{L}_U)\) on \( Q \) such that \( f(x) = \lim_{n \to \infty} h_n(x) \).

We then have

\[
(10.4) \quad A(f; Q) = \lim_{n \to \infty} A(h_n; Q) + B(f; Q).
\]

Now, by the above, all the sets \( A(h_n; Q) \) are measurable \((\mathcal{L}_T)\) and \( T^*[A(h_n; Q)] = \int h_n \, dU \) for \( n = 1, 2, \ldots \). On the other hand, by

Theorem 10.2, the set \( B(f; Q) \) has measure \((T)\) zero. It therefore follows at once from (10.4) that the set \( A(f; Q) \) is itself measur-
able \((\mathcal{L}_T)\) and that

\[
T^*[A(f; Q)] = \lim_{n \to \infty} \int h_n \, dU = \int f \, dU.
\]

It remains to prove that, if the set \( A(f; Q) \) is measurable \((\mathcal{L}_T)\), the function \( f \) is measurable \((\mathcal{L}_U)\). To do this, write for short \( A = A(f; Q) \), and observe that, for every non-negative number \( y \), the set \( E[x \epsilon Q; f(x) \geq y] \) coincides with the set \( E[(x, y) \epsilon A] \).

Thus, by Theorem 8.6, if \( A \) is measurable \((\mathcal{L}_T)\), the set \( E[x \epsilon Q; f(x) \geq y] \) is measurable \((\mathcal{L}_U)\) for all numbers \( y \) except at most those of a set of measure \((L_1)\) zero. But this suffices for the measurability of \( f \)
on \( Q \) (cf. Chap. I, (7.2)) and so completes the proof.

* § 11. Translations of sets. As an application of Theorem 8.6, we shall prove in this § a theorem on parallel translations of sets. As a matter of course, in what follows, translations could be replaced by rotations, or by certain other transformations constituting continuous groups and preserving Lebesgue measure.
Translations of sets.

Given two points \( x = (x_1, x_2, ..., x_m) \) and \( y = (y_1, y_2, ..., y_m) \) in the space \( \mathbb{R}^m \), we shall denote by \( x + y \) the point \( (x_1 + y_1, x_2 + y_2, ..., x_m + y_m) \) and by \( |x| \) the number \( (x_1^2 + x_2^2 + ... + x_m^2)^{1/2} \). We shall write \( x \to 0 \) when \( |x| \to 0 \). If \( Q \) is a set in the space \( \mathbb{R}^m \) and \( a \) any point of this space, \( Q(a) \) will denote the set of all points \( x + a \) where \( x \in Q \). The set \( Q(a) \) is termed translation of \( Q \) by the vector \( a \). If \( \Phi \) is an additive function of a set in \( \mathbb{R}^m \) and \( a \in \mathbb{R}^m \), we shall write \( \Phi(a)(X) = \Phi(X(a)) \) for every set \( X \) bounded and measurable (B).

(11.1) Theorem. If \( Q \) is a bounded set \( (\mathcal{B}) \) of measure \( (L) \) zero in the space \( \mathbb{R}^m \) and \( \Phi \) is an additive function of a set \( (\mathcal{B}) \) in \( \mathbb{R}^m \), the function \( \Phi \) vanishes for almost all translations of \( Q \), i.e., \( \Phi(Q(a)) = \Phi(a)(Q) = 0 \) for almost all points \( a \) of \( \mathbb{R}^m \).

Proof. We may clearly assume \( \Phi \) to be a non-negative function, and \( Q \) to be a bounded set \( (\mathcal{G}_0) \). Hence, by Theorem 6.10, there is a non-negative additive function \( U \) of an interval, such that \( \Phi(X) = U^*(X) \) for every set \( X \) bounded and measurable (B).

Denote by \( \tilde{M} \), for any set \( M \subseteq \mathbb{R}^m \), the set of all points \( (x, y) \) of the space \( \mathbb{R}_{2m} \) which are such that \( x \in \mathbb{R}^m, y \in \mathbb{R}^m \) and \( x + y \in M \). The set \( \tilde{M} \) is clearly open whenever the set \( M \) is open. It follows at once that if \( M \) is a set \( (\mathcal{G}_0) \), so is the set \( \tilde{M} \). Finally, observe that for every point \( z \in \mathbb{R}^m \) we have \( E[(x, z) \in \tilde{M}] = E[(z, y) \in \tilde{M}] = M(\mathbb{R}^m) \).

Since the given set \( Q \) is, by hypothesis, a set \( (\mathcal{G}_0) \), so is the set \( \tilde{Q} \), and by Theorem 8.6, \( \int_{\mathbb{R}^m} U^*(Q^{-2}) dL_m(z) = \int_{\mathbb{R}^m} L_m(Q^{-2}) dU(z) = 0 \), because all translations \( Q^{-2} \) of the set \( Q \) are of measure \( (L_m) \) zero. Hence \( \Phi(Q^{-2}) = U^*(Q^{-2}) = 0 \) for every \( z \in \mathbb{R}^m \), except at most a set of measure \( (L_m) \) zero. Replacing \( -z \) by \( a \), we obtain the required statement.

(11.2) Theorem. Given an additive function of a set \( \Phi \), each of the following three conditions is both necessary and sufficient for the function \( \Phi \) to be absolutely continuous:

1° \( \lim_{a \to 0} \Phi(Q(a)) = \lim_{a \to 0} \Phi(a)(Q) = \Phi(Q) \) for every bounded set \( Q \) measurable \( (\mathcal{B}) \) and of measure \( (L) \) zero;

2° \( \lim_{a \to 0} \Phi(Q(a)) = \lim_{a \to 0} \Phi(a)(Q) = \Phi(Q) \) for every bounded set \( Q \) measurable \( (\mathcal{B}) \);

3° \( \lim_{a \to 0} W[\Phi(a) = \Phi; I] = 0 \) for every interval \( I \).
CHAPTER III. Functions of bounded variation.

Proof. It is evidently sufficient to establish the necessity of condition 3° and the sufficiency of condition 1°.

Suppose first that \( \Phi \) is an absolutely continuous additive function of a set. In virtue of Theorem 14.11, Chap. I, \( \Phi \) is thus the indefinite integral of a function \( f \) measurable (\( \mathcal{B} \)). Let \( I = [a_1, b_1; \ldots; a_m, b_m] \) be an interval in the space considered and let \( J \) be an interval containing \( I \) in its interior, for instance the interval \([a_1-1, b_1+1; \ldots; a_n-1, b_m+1] \).

Let \( \epsilon \) be any positive number. Since the function \( f(x) \) is integrable over \( J \), there exists a number \( \eta > 0 \) such that \( \int_X |f(x)| \, dx < \epsilon /3 \)
for every set \( X \subseteq J \) measurable (\( \mathcal{B} \)) and of measure (\( L \)) less than \( \eta \).

Therefore

\[
\int_X |f(x)| \, dx < \epsilon /3 \quad \text{and} \quad \int_X |f(x+u)| \, dx = \int_X |f(x)| \, dx < \epsilon /3
\]

if \( X \in \mathcal{B}, \, X \subseteq I, \, |X| < \eta \) and \( |u| < 1. \)

On the other hand, by Lusin’s Theorem 7.1, there exists a closed set \( F \subseteq I \) such that the function \( f \) is continuous on \( F \) and such that \( |I - F| < \eta /2 \). Let \( \sigma < 1 \) be a positive number such that \( F \subseteq I \) whenever \( |u| < \sigma \), and such that

\[
|f(x+u) - f(x)| < \frac{\epsilon}{3 \cdot |I|} \quad \text{whenever} \quad x \in F, \, x + u \in F, \, \text{and} \, |u| < \sigma.
\]

Let now \( a \) be any point of \( R_m \) such that \( |a| < \sigma \). By (11.4)

\[
\int_{F \cap (a)} |f(x+a) - f(x)| \, dx \leq |I| \cdot (\epsilon /3 \cdot I) = \epsilon /3.
\]

On the other hand, \( |I - F \cdot F^{(-a)}| \leq |I - F| + |I - F^{(-a)}| \leq 2 \cdot |I - F| < \eta \), and therefore, by (11.3),

\[
\int_{I - F \cdot F^{(-a)}} |f(x+a) - f(x)| \, dx < 2 \epsilon /3.
\]

If we add this inequality to (11.5) we obtain \( \int |f(x+a) - f(x)| \, dx < \epsilon \), i.e. the variation \( W[\Phi^{(a)} - \Phi; I] = \int |f(x+a) - f(x)| \, dx \) tends to 0 with \( |a| \). The function \( \Phi \) therefore fulfills condition 3°.

It remains to prove the sufficiency of condition 1°. Now, if the function \( \Phi \) fulfills this condition, \( \Phi \) vanishes by Theorem 11.1 for every bounded set measurable (\( \mathcal{B} \)) of measure (\( L \)) zero, and so is absolutely continuous.
It was long known that every absolutely continuous function $\Phi$ fulfills conditions $1^o$, $2^o$ and $3^o$ of Theorem 11.2. The converse, however, (i.e. the sufficiency of these conditions, in order that the function $\Phi$ of a set be absolutely continuous) was established more recently. The sufficiency of condition $3^o$ was first proved by A. Plessner [1] (with the help of trigonometric series and for functions of a real variable). As regards the other conditions ($1^o$ and $2^o$), and as regards Theorem 11.1, vide H. Milicer-Grużewska [1], and N. Wiener and R. C. Young [1]. In the text we have followed the method used by the latter authors.

§ 12. Absolutely continuous functions of an interval. An additive function $F$ of an interval will be termed absolutely continuous on a figure $R_0$, if to each $\varepsilon > 0$ there corresponds a number $\eta > 0$ such that for every figure $R \subset R_0$ the inequality $|R| < \eta$ implies $|F(R)| < \varepsilon$. In conformity with § 3, p. 59, we shall understand by absolute continuity in an open set $G$, absolute continuity on every figure $R \subset G$, and by absolute continuity, absolute continuity in the whole space.

Every additive function of an interval, absolutely continuous on a figure $R_0$, is of bounded variation on $R_0$. For, if $F$ is a function that is absolutely continuous on $R_0$, there exists a number $\eta > 0$ such that, for every figure $R \subset R_0$, the inequality $|R| < \eta$ implies $|F(R)| < 1$. Therefore, if we subdivide $R_0$ into a finite number of intervals $I_1, I_2, \ldots, I_n$ of measure less than $\eta$, we obtain $W(F; R_0) \leq \sum_{k=1}^{n} W(F; I_k) \leq 2n$.

An additive function of an interval $F$, of bounded variation on a figure $R_0$, will be termed singular on $R_0$, if for each $\varepsilon > 0$ there exists a figure $R \subset R_0$ such that $|R| < \varepsilon$ and $W(F; R_0 \ominus R) < \varepsilon$.

The reader will observe the analogy between the above definitions and the criteria given in Theorems 13.2 and 13.3, Chap. I, in order that an additive function of a set should be absolutely continuous or singular. This analogy could be pushed further by introducing the notions of absolutely continuous function, and of singular function, with respect to a non-negative additive function of an interval. But this "relativization", although useful in certain cases, would not play an essential part in the remainder of this book.

The following theorem is, almost word for word, a duplicate of Theorem 13.1 of Chapter I.
Chapter III. Functions of bounded variation.

(12.1) **Theorem.** 1° In order that an additive function of an interval be absolutely continuous [singular] on a figure $R_0$, it is necessary and sufficient that its two variations, the upper and the lower, should both be so. 2° Every linear combination, with constant coefficients, of two additive functions of an interval which are absolutely continuous [singular] on a figure $R_0$ is itself absolutely continuous [singular] on $R_0$. 3° The limit of a bounded monotone sequence of additive functions of an interval that are absolutely continuous [singular] on a figure $R_0$ is also absolutely continuous [singular] on $R_0$. 4° If an additive function of an interval is absolutely continuous [singular] on a figure $R_0$, the function is so on every figure $R \subseteq R_0$. 5° If an additive function of an interval is absolutely continuous [singular] on each of the figures $R_1$ and $R_2$, the function is so on the figure $R_1 + R_2$. 6° An additive function of an interval cannot be both absolutely continuous and singular on a figure $R_0$, without vanishing identically on $R_0$.

Part 3°, at most, perhaps requires a proof. (It differs slightly from the corresponding part of Theorem 13.1, Chap. I.) Let therefore $F$ be the limit of a bounded monotone sequence $\{F_n\}$ of additive functions of an interval on a figure $R_0$. Let $\epsilon$ be any positive number. Since the functions $F - F_n$ are monotone on $R_0$, there exists a positive integer $n_0$ such that

\[(12.2) \quad |F(R) - F_{n_0}(R)| \leq |F(R_0) - F_{n_0}(R_0)| < \epsilon/2 \text{ for every figure } R \subseteq R_0.\]

This being so, let us suppose that the functions $F_n$ are absolutely continuous on $R_0$. There is then an $\eta > 0$ such that, for every figure $R \subseteq R_0$, $|R| < \eta$ implies the inequality $|F_n(R)| < \epsilon/2$ and therefore, by (12.2), the inequality $|F(R)| < \epsilon$. The function $F$ is thus absolutely continuous on $R_0$.

Suppose next that the functions $F_n$ are singular on $R_0$. There is then a figure $R_1 \subseteq R_0$ such that $|R_1| < \epsilon$ and $W[F_n; R_0 \setminus R_1] < \epsilon/2$. Hence, by (12.2), $W[F; R_0 \setminus R_1] < \epsilon$, which shows that the function $F$ is singular. This completes the proof.

We shall now establish two simple theorems that show explicitly the connection between the absolutely continuous or singular functions of an interval and those of a set. To avoid misunderstanding, we draw the reader's attention to the abbreviations adopted in § 5, p. 66, in the terminology of functions of a set.
Absolutely continuous functions of an interval.

(12.3) **Theorem.** In order that a non-negative additive function $F$ of an interval be absolutely continuous, it is necessary and sufficient that the corresponding function of a set $F^*$ should be so.

**Proof.** Suppose that the function $F$ is absolutely continuous. In order to prove that the function $F^*$ is so too, it is enough to show that $F^*$ vanishes on every bounded set of measure (L) zero. Let therefore $E$ be such a set, and let $J$ be an interval that contains $E$ in its interior. For any $\varepsilon > 0$, let $\eta$ be a positive number such that

$$|R| < \eta \quad \text{implies} \quad |F(R)| < \varepsilon \quad \text{for every figure} \quad R \subset J.$$  

Since $|E| = 0$, there exists a sequence of intervals $\{I_n\}$ in $J$ such that

$$E \subset \sum_n I_n \quad \text{and} \quad \sum_n |I_n| < \eta.$$  

Denote by $R_k$ the sum of the $k$ first intervals of this sequence. By Theorem 4.6 (or 6.1) of Chap. II, and Theorem 6.2, the relations (12.4) and (12.5) give

$$F^*(E) \leq \lim_{k \to \infty} F^*(R_k) \leq \lim_{k \to \infty} F(R_k) \leq \varepsilon,$$

from which it follows that $F^*(E) = 0$.

Conversely, if $F^*$ is an absolutely continuous function of a set, the absolute continuity of $F$ follows at once from the inequality $F(R) \leq F^*(R)$ which holds by Theorem 6.2 for every figure $R$.

(12.6) **Theorem.** In order that a non-negative additive function of an interval $F$ be singular, it is necessary and sufficient that the corresponding function of a set $F^*$ should be so.

**Proof.** Suppose that the function of an interval $F$ is singular, and let $J$ be any interval. Given any number $\varepsilon > 0$, there is then a figure $R \subset J$ such that $|R| < \varepsilon$ and $F(J \cap R) < \varepsilon$. Consequently, by Theorem 6.2, we have $F^*(J^c - R) \leq F(J \cap R) < \varepsilon$, which shows on account of Theorem 13.3, Chap. I, that the non-negative function of a set $F^*$ is singular in the interior of every interval $J$, and therefore in the whole space.

Suppose, conversely, that the function of a set $F^*$ is singular, and let $\varepsilon$ be any positive number. Given any interval $I$ there is then a set $E \subset I^c$ such that $|E| = 0$ and $F^*(I^c - E) = 0$. Consequently, there is a sequence of intervals $\{I_n\}$ in $I$ such that

$$I^c - E \subset \sum_n I_n \quad \text{and} \quad \sum_n F(I_n) < \varepsilon.$$  

Denote by $R_k$ the sum of the $k$ first intervals of this sequence. Since $|E| = 0$, we obtain from (12.7) that $|R_k| > |I| - \varepsilon$ for a sufficiently large $k_0$, and writing $P = I \cap R_{k_0}$, this gives $|P| < \varepsilon$. Again, by (12.8), $F(I \cap P) < \varepsilon$, which proves that the function $F$ is singular.
§ 13. Functions of a real variable. The most important of the notions and theorems of this chapter were originally given a rather different form: they were made to refer, not to additive functions of an interval, but to functions of a real variable. It is, however, easy to establish between functions of a real variable and additive functions of a linear interval, a correspondence rendering it immaterial which of these two kinds of functions is considered.

To do this, let \( f(x) \) be an arbitrary finite function of a real variable on an interval \( I_0 \). Let us term increment of \( f(x) \) over any interval \( I = [a, b] \) contained in \( I_0 \), the difference \( f(b) - f(a) \). Thus defined the increment is an additive function of a linear interval \( I \subset I_0 \), and corresponds in a unique manner to the function \( f(x) \). Conversely, if we are given any additive function \( F(I) \) of a linear interval \( I \), this in itself defines, except for an additive constant, a finite function of a real variable \( f(x) \) whose increments on the intervals \( I \) coincide with the corresponding values of the function \( F(I) \).

We shall understand by upper, lower and absolute, variations of a function of a real variable \( f(x) \) on an interval \( I \), the upper, lower, and absolute, variations of the increment of \( f(x) \) over \( I \). To denote these numbers, we shall use symbols similar, to those adopted for additive functions of an interval, i.e.: \( \overline{W}(f; I), \underline{W}(f; I), \) and \( W(f; I) \).

A finite function will be termed of bounded variation on an interval \( I_0 \), if its increment is a function of an interval of bounded variation on \( I_0 \). Similarly the function is absolutely continuous, or singular, if its increment is absolutely continuous, or singular. As we see immediately, in order that a function \( f(x) \) be of bounded variation on an interval \( I_0 \), it is necessary and sufficient that there exists a finite number \( M \) such that \( \sum f(b_i) - f(a_i) \leq M \) for every sequence of non-overlapping intervals \( \{[a_i, b_i]\} \) contained in \( I_0 \). Similarly, in order that \( f(x) \) be absolutely continuous, it is necessary and sufficient that to each \( \epsilon > 0 \) there corresponds an \( \eta > 0 \) such that \( \sum |f(b_i) - f(a_i)| \leq \epsilon \) for every sequence of non-overlapping intervals \( \{[a_i, b_i]\} \) contained in \( I_0 \) and for which \( \sum |b_i - a_i| < \eta \).
If \( f(x) \) and \( g(x) \) are two bounded functions on an interval \( I_0 \), and \( M \) denotes the upper bound of the absolute values of \( f(x) \) and \( g(x) \) on \( I_0 \), we have

\[
|f(b)g(b) - f(a)g(a)| \leq M[|f(b) - f(a)| + |g(b) - g(a)|]
\]

for every interval \([a, b] \subseteq I_0\). It follows at once that

\[(13.1)\quad \text{The product of two functions of bounded variation [absolutely continuous] on an interval is itself of bounded variation [absolutely continuous] on this interval.}\]

Finally we see that if a function of an interval \( F \) corresponds to a finite function of a point \( f \) (i.e. is the increment of \( f \)), we have \( o_I(f; a) = o_I(F; a) \) for any interval \( I \) and any point \( a \in I \) (cf. Chap. II, §3, p. 42, and the present Chapter, §3, p. 60). Thus, in particular, in order that the function \( f \) be continuous at a point \( a \) according to the definition of §3, Chap. II, it is necessary and sufficient that the function of an interval \( F \) that corresponds to \( f \) should be so according to the definition of §3 of the present Chapter.

If at a point \( a \) a function of a real variable \( f \) has a unique, limit on the right, this limit will be denoted by \( f(a^+) \); similarly, \( f(a-) \) will stand for a unique limit on the left. If the function \( f \) is defined in a neighbourhood of a point \( a \) and both limits \( f(a^+) \), \( f(a-) \) exist, then the oscillation \( o(f; a) \) (vide Chap. II, p. 42) is equal to the largest of the three numbers \( |f(a^+) - f(a^-)| \), \( |f(a^+) - f(a)| \), and \( |f(a^-) - f(a)| \).

If both limits \( f(a^+) \) and \( f(a^-) \) exist and are finite, and \( f(a) = \frac{1}{2}[f(a^+) + f(a^-)] \) the function \( f(x) \) is termed regular at the point \( a \). It is regular if it is regular at every point.

Let \( f \) be any function of a real variable, of bounded variation, and \( \{a_n\} \) a sequence of points. Let us put \( s(a) = 0 \) and

\[
s(x) = \begin{cases} 
  f(a^+) - f(a) + \sum_n^{\langle a, x \rangle} [f(a_n^+) - f(a_n^-)] + f(x) - f(x^-) & \text{for } x > a \\
  f(a^-) - f(a) + \sum_n^{\langle a, x \rangle} [f(a_n^-) - f(a_n^+)] + f(x) - f(x+) & \text{for } x < a,
\end{cases}
\]

where the summation \( \sum_{n}^{\langle a, x \rangle} \) is extended to all indices \( n \) such that \( a < a_n < x \), when \( x > a \), and \( a > a_n > x \), when \( x < a \). The function \( s \) thus defined is termed the saltus-function of \( f \) corresponding to the sequence \( \{a_n\} \) of points. It is continuous everywhere except, perhaps,
at the points \( a_n \), and by subtracting it from \( f \) we obtain a function of bounded variation, continuous at all points of continuity of \( f \) and, besides, at all the points \( a_n \). If \( \{a_n\} \) is the sequence of all points of discontinuity of \( f \), the corresponding function \( s \) is called simply the saltus-function of \( f \). By varying the fixed point \( a \) we get the various saltus-functions of \( f \) which can obviously differ only by constants. A function of bounded variation which is its own saltus-function, is called a saltus-function.

The functions of a real variable whose increments over each interval \( I \) coincide respectively with the variations \( \overline{W}(f; I) \), \( \underline{W}(f; I) \) and \( W(f; I) \) of a function \( f \), are also termed (upper, lower, and absolute) variations of \( f \). By applying the Jordan decomposition (§ 4, p. 62), we can express any function of a real variable \( f \) of bounded variation as the sum of two functions that are respectively its upper and lower variations. Thus any function of bounded variation is the difference of two monotone non-decreasing functions, and consequently is measurable (B) and has at every point the two unilateral limits, on the right and left. Moreover, the set of its points of discontinuity is at most enumerable, since the sum of its oscillations at the points of discontinuity lying in any finite interval is always finite (this is actually the special case of Theorem 4.1).

In various cases it is more convenient to operate on functions of a real variable than on additive functions of an interval in \( R_1 \). The difference is, of course, only formal, and all the definitions adopted for functions of an interval can be stated, with obvious modifications, in terms of functions of a real variable. We need not state them here explicitly. If \( F \) is a function of a real variable, of bounded variation, the meaning of expressions such as Lebesgue-Stieltjes integral with respect to \( F \), integral (\( F \)), sets (\( \xi_F \)), and so on, may be regarded as absolutely clear, in view of the definitions of § 5. If \( F \) is a continuous function and \( g \) a function integrable (\( F \)), the integral \( \int_I g dF \), where \( I \) is a variable interval, is an additive continuous function of an interval \( I \) (vide § 5, p. 65). There is, consequently, a continuous function of a real variable whose increment on any interval \( I \) coincides with the definite integral (\( F \)) of \( g \) over \( I \). This function, which is determined uniquely except for an additive constant, is also termed indefinite integral (\( F \)) of \( g \).
When there is no ambiguity, the additive function of an interval that is determined by a finite function of a real variable $F$, will be denoted by the same letter $F$, i.e. $F(I)$ will stand for the increment of $F(x)$ on an interval $I$. By means of the corresponding function of an interval, any function of a real variable $F$ of bounded variation determines an additive function of a set which we denote by $F^*$ (cf. § 5). We see at once that $F^*(X) = F(b+) - F(a-)$ when $X = [a, b]$, and that $F^*(X) = F(a+) - F(a-)$ when $X = (a)$, i.e. when $X$ is the set consisting of a single point $a$.

If $W(x)$ is the absolute variation of a function $F(x)$ of bounded variation, we clearly have $W(F^*; X) \leq W^*(X)$ for every set $X$ bounded and measurable (§ 3). The opposite inequality does not hold in general. If, for instance, $X$ is a set consisting of one point only, and $F$ is the characteristic function of $X$, then $W(F^*; X) = F^*(X) = 0$, while $W^*(X) = 2$. We can, however, state the following theorem:

(13.2) **Theorem.** If $F(x)$ is a function of a real variable of bounded variation, and $W(x)$ is the absolute variation of $F(x)$, then $W(F^*; X) = W^*(X)$ for every set $X$ bounded and measurable (§ 3) at all points of which $F(x)$ is continuous.

**Proof.** Suppose first that the set $X$ is contained in an open interval $J_0$ in which the function $F(x)$, and consequently the function $W(x)$ also, is continuous. Let $G \subset J_0$ be an arbitrary open set such that $X \subset G$. Then, expressing $G$ as the sum of a sequence of closed non-overlapping intervals $\{I_n\}$, we get $W^*(X) \leq W^*(G) = \sum W^*(I_n) = \sum W(I_n) \leq \sum W(F^*; I_n) = W(F^*; G)$; whence $W^*(X) \leq W(F^*; X)$, and since the opposite inequality is obvious, $W^*(X) = W(F^*; X)$.

Let us pass now to the general case. Let $I_0$ be an interval containing $X$ in its interior, and let $\varepsilon > 0$. Denote by $\{a_n\}$ the sequence of points of discontinuity of $F(x)$ interior to $I_0$, and by $S_N(x)$ the saltus-function of $F(x)$ corresponding to the points $a_n$ for $n > N$. Let us put $G(x) = F(x) - S_N(x)$, where $N$ is a positive integer sufficiently large in order that $W(S_N; I_0) \leq \varepsilon$. The points $a_1, a_2, ..., a_N$, none of which belongs to $X$, divide $I_0$ into a finite number of sub-intervals $J_0, J_1, ..., J_N$ in the interior of which the function $G(x)$ is continuous. Hence, denoting by $V(x)$ the absolute variation of
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there follows, by what has already been proved, \( V^*(X \cdot J_k) = W(G^*; X \cdot J_k) \) for \( k = 0, 1, \ldots, N \), whence \( V^*(X) = W(G^*; X) \). On the other hand, \( |W^*(X) - V^*(X)| \) and \( |W(F^*; X) - W(G^*; X)\) are both at most equal to \( W(S_N; I_0) \leq \varepsilon \). Thus \( |W^*(X) - W(F^*; X)| \leq 2\varepsilon \), and finally \( W^*(X) = W(F^*; X) \).

If \( F(x) \) is a finite function of a real variable and \( E \) an arbitrary set in \( R_1 \), the set of the values of \( F(x) \) for \( x \in E \) will be denoted by \( F[E] \).

(13.3) **Theorem.** If \( F(x) \) is a function of a real variable of bounded variation and \( W(x) \) is the absolute variation of \( F(x) \), then 
\[
|F[E]| \leq W^*(E)
\]
for every set \( E \) in \( R_1 \); and if further the function \( F(x) \) is non-decreasing, and continuous at all points of \( E \), then 
\[
|F[E]| = F^*(E)
\]

**Proof.** Let \( \varepsilon \) be a positive number and \( \{I_n\} \) a sequence of intervals such that \( E \subseteq \sum I_n \) and \( W^*(E) + \varepsilon \geq \sum W(I_n) \). Then, if \( m_n \) and \( M_n \) denote the lower and upper bounds, respectively, of \( F(x) \) on \( I_n \), the sequence of intervals \( \{[m_n, M_n]\} \) covers the set \( F[E] \), and consequently 
\[
|F[E]| \leq \sum (M_n - m_n) \leq \sum W(I_n) \leq W^*(E) + \varepsilon.
\]
Hence, \( |F[E]| \leq W^*(E) \).

Suppose now \( F(x) \) continuous at the points of \( E \) and non-decreasing. By what has already been proved, \( |F[E]| \leq F^*(E) \). To establish the opposite inequality, let \( \eta \) be an arbitrary positive number, and \( \{J_n\} \) a sequence of intervals subject to the conditions \( F[E] \subseteq \sum J_n \) and \( |F[E]| + \eta \geq \sum |J_n| \). Let \( E_n \) denote the set of the points \( x \in E \) such that \( F(x) \in J_n \). Then \( F^*(E_n) \leq |J_n| \) for each \( n \); and consequently 
\[
F^*(E) \leq \sum |J_n| \leq |F[E]| + \eta,
\]
whence \( F^*(E) \leq |F[E]| \).

The characteristic function of a set consisting of a single point provides the simplest example of a singular function of a real variable, that does not vanish identically. This function is however discontinuous. It is easy to give examples of functions of an interval that are additive, singular, continuous, and not identically zero, in the spaces \( R_m \) for \( m \geq 2 \). For simplicity, consider the plane, and denote, for any interval \( I \), by \( F(I) \) the length of the segment of the line \( y = x \) contained in \( I \); the function of an interval \( F(I) \) will evidently have the desired properties. A similar example for \( R_1 \) is less trivial. We shall therefore conclude this § with a short description of an elementary method for the construction of continuous singular functions of a real variable.

We shall begin with the following remark which frequently proves useful.
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(13.4) Let $E$ be a linear, bounded, perfect and non-dense set, and $a$ and $\beta$ arbitrary numbers. Then, if $a$ and $b$ denote the lower and upper bounds of $E$, a function $F(x)$ may be defined on the interval $J_0=[a, b]$ so as to satisfy the following conditions: (i) $F(a)=a$, $F(b)=\beta$, (ii) $F(x)$ is constant on each interval contiguous to the set $E$, and (iii) $F(x)$ is continuous and non-decreasing on the interval $J_0$ and strictly increasing on the set $E$.

To see this, let $\{I_n\}$ be the sequence of intervals contiguous to $E$, and let us agree to write $I_n \prec I_m$ whenever the interval $I_n$ is situated on the left of $I_m$. By induction (cf. e. g. F. Hausdorff [II, p. 50]) we can easily establish a one-to-one correspondence between the intervals $I_n$ and the rational numbers of the open interval $(a, \beta)$ so that, denoting by $u(I_n)$ the number which corresponds to the interval $I_n$, the relation $I_n \prec I_m$ implies $u(I_n) < u(I_m)$. Let us now put $F(x) = u(I_n)$ for $x \in I_n$ where $n = 1, 2, ..., \infty$, and then extend $F(x)$ by continuity to the whole of the interval $J_0$. We see at once that the function $F(x)$ thus obtained satisfies all the required conditions (i), (ii) and (iii) of (13.4).

Now let us choose for the set $E$ in (13.4) a set of measure zero. Then if $\{I_n\}$ is the sequence of the intervals contiguous to $E$, we have

$$W(F; \sum_{k=1}^{n} I_k) = \sum_{k=1}^{n} W(F; I_k) = 0$$

for each positive integer $n$; and since $|J_0 - \sum_{k=1}^{n} I_k| \to 0$ as $n \to \infty$, the function $F(x)$ is evidently singular on the interval $J_0$.

The singular function obtained by the foregoing construction is continuous and monotone non-decreasing; the function is not constant on the whole interval $J_0$, but is so on certain partial intervals. Now, by the method of condensation of singularities, it is easy to derive from it a singular continuous function that increases everywhere.

To do this, suppose in (13.4), $|E| = 0$, $a = a = 0$, $b = \beta = 1$, and extend the function $F(x)$ on to the whole axis $R_1$ by stipulating $F(x + 1) = 1 + F(x)$. Write

$$H(x) = \sum_{n=1}^{\infty} \frac{F(nx)}{2^n}.$$ 

This series is a uniformly convergent series of singular functions, since $F(nx)$ is clearly singular with $F(x)$. Now the functions $F(nx)$ are monotone non-decreasing. By Theorem 12.1 (3), the function $H(x)$ is thus singular. This function is also continuous, as the limit of a uniformly convergent series. To prove that $H(x)$ is strictly increasing, let $x_1$ and $x_2 > x_1$ denote an arbitrary pair of points in $[0, 1]$. For $n > 1/(x_2 - x_1)$, we have $nx_2 > nx_1 > 1$, and consequently $F(nx_2) > F(nx_1)$; while for every $n$, $F(nx_2) > F(nx_1)$, whence by (13.5), $H(x_2) > H(x_1)$ as asserted.

Various examples of this kind have been constructed by A. Denjoy [1], W. Sierpiński [3], H. Hahn [I, p. 538], L. C. Young [1] and G. Vitali [4]; cf. also O. D. Kellogg [1], and E. Hille and J. D. Tamarkin [1].
§ 14. Integration by parts. As in the preceding §, we shall deal only in this § with functions of a real variable. For the latter, we shall establish two classical theorems, of importance on account of their many applications to various branches of Analysis. We shall first prove them for the Lebesgue-Stieltjes integral and then specialize them for the ordinary Lebesgue integral.

(14.1) **Theorem on integration by parts.** If \( U(x) \) and \( V(x) \) are two functions of bounded variation, we have for every interval \( I_0 = [a, b] \)
\[
\int_a^b U \, dV + \int_a^b V \, dU = U(b^+)V(b^+) - U(a^-)V(a^-),
\]
provided that at each point of \( I_0 \) either one at least of the functions \( U \) and \( V \) is continuous, or both are regular.

**Proof.** In order to simplify the notation assume \( a = 0 \) and \( b = 1 \), and consider the triangle \( Q = E[(x, y) \epsilon Q] \) on the plane \( \mathbb{R}_2 \).

The set \( E[(x, y) \epsilon Q] \) is then the interval \([y, 1]\) or the empty set, according as \( y \) belongs, or does not belong, to the interval \([0, 1]\). Similarly, \( E[(x, y) \epsilon Q] \) is the interval \([0, x]\) or the empty set, according as we have, or do not have, \( 0 \leq x \leq 1 \). Hence, by Fubini's theorem in the form (8.6),
\[
\int_0^1 (U(1^+) - U(y^-)) \, dV(y) = \int_0^1 (V(x^+) - V(0^-)) \, dU(x),
\]
1. e.

(14.2) \[
\int_0^1 U(x^-) \, dV(x) + \int_0^1 V(x^+) \, dU(x) = U(1^+)V(1^+) - U(0^-)V(0^-).
\]

Interchanging \( U \) and \( V \) and adding the corresponding equation to (14.2), we get, on dividing by 2,
\[
\int_0^1 \frac{1}{2} [U(x^+) + U(x^-)] \, dV(x) + \int_0^1 \frac{1}{2} [V(x^+) + V(x^-)] \, dU(x) = \]
\[
= U(1^+)V(1^+) - U(0^-)V(0^-).
\]

Let \( M \) be the set of the points in \( I_0 = [0, 1] \) at which the function \( U(x) \) is regular. Then
\[
\int_M \frac{1}{2} [U(x^+) + U(x^-)] \, dV(x) = \int_M U(x) \, dV(x).
\]
On the other hand, the set $I_0 - M$ is at most enumerable and, by hypothesis, the function $V(x)$, and consequently both its relative variations, are continuous at each point of $I_0 - M$. Thus, the definite integral $(V)$ of any function over the set $I_0 - M$ is zero, and it follows from (14.4) that $\int_0^1 [U(x^+) + U(x^-)]dV(x) = \int_0^1 U(x) dV(x)$.

Similarly, the second member on the left-hand side of the relation (14.3) is equal to $\int_0^1 V(x) dU(x)$, and this relation may be written

$$\int_0^1 U dV + \int_0^1 V dU = U(1+) V(1+) - U(0--) V(0-),$$

which proves the theorem.

The theorem may be also proved independently of Fubini's theorem, but then the proof is slightly longer. The proof given above was communicated to the author by L. C. Young.

(14.5) **Second Mean Value Theorem.** If $U(x)$ and $V(x)$ are two non-decreasing functions and the function $V(x)$ is continuous, then in any interval $[a, b]$ there exists a point $\xi$ such that

$$(14.6) \quad \int_a^b U dV = U(a) \cdot [V(\xi) - V(a)] + U(b) \cdot [V(b) - V(\xi)].$$

**Proof.** Since the values of $U(x)$ outside the interval $[a, b]$ do not affect (14.6), we may suppose that $U(a--) = U(a)$ and, $U(b+) = U(b)$. Therefore, making use of Theorem 14.1 and of the first mean value theorem (Chap. I, Th. 11.13), we obtain

$$(14.7) \quad \int_a^b U dV = U(b) V(b) - U(a) V(a) - \int_a^b V dU = U(b) V(b) - U(a) V(a) - \mu \cdot [U(b) - U(a)],$$

where $\mu$ is a number lying between the bounds of the function $V(x)$ on $[a, b]$. But, since this function is by hypothesis continuous, there exists in $[a, b]$ a point $\xi$ such that $\mu = V(\xi)$. Substituting this value for $\mu$ in (14.7) we obtain the relation (14.6).
As a special case of Theorem 14.1 we have the following theorem on integration by parts for the Lebesgue integral:

(14.8) **Theorem.** If \( u(x) \) and \( v(x) \) are two summable functions on an interval \([a, b]\) and \( U(x) \) and \( V(x) \) are their indefinite integrals \((L)\), then

\[
\int_a^b U(x)v(x)\,dx + \int_a^b V(x)u(x)\,dx = U(b) \cdot V(b) - U(a) \cdot V(a).
\]

**Proof.** Observe first that by writing for instance \( u(x) = 0 \) and \( v(x) = 0 \) outside the interval \([a, b]\), we may suppose that the functions \( u(x) \) and \( v(x) \), and their indefinite integrals \( U(x) \) and \( V(x) \), are defined on the whole straight line \( \mathbb{R} \). Also, by altering, if necessary, the values of the functions \( u(x) \) and \( v(x) \) on a set of measure \((L)\) zero, which does not affect the values of the integrals in (14.9), we may suppose that these functions, together with the functions \( U(x)v(x) \) and \( V(x)u(x) \), are measurable \((\mathfrak{B})\) (cf. Theorem 7.6 of Vitali-Carathéodory or else Lusin's Theorem 7.1). We may, therefore write, according to Theorem 15.1, Chap. I,

\[
\int_a^b U(x)v(x)\,dx = \int_a^b U(x)\,dV(x) \quad \text{and} \quad \int_a^b V(x)u(x)\,dx = \int_a^b V(x)\,dU(x),
\]

and (14.9) follows at once from Theorem 14.1.

Similarly, we derive at once from Theorem 14.5 the second mean value theorem for the Lebesgue integral:

(14.10) **Theorem.** If \( U(x) \) is a non-decreasing function on an interval \([a, b]\) and \( v(x) \) is a summable function on this interval, then

\[
\int_a^b U(x)v(x)\,dx = U(a) \int_a^\xi v(x)\,dx + U(b) \int_\xi^b v(x)\,dx,
\]

where \( \xi \) is a point of \([a, b]\).
CHAPTER IV.

Derivation of additive functions of a set and of an interval.

§ 1. Introduction. In this chapter we shall study Lebesgue’s theory of derivation of additive functions in a Euclidean space of any number of dimensions. When other spaces are considered, or when we specialize our space (to be, say, the straight line $R_1$ or the plane $R_2$), we shall say so explicitly.

In what follows, an essential part is played by Vitali’s Covering Theorem (*vide*, below, § 3) which is restricted to the case of Lebesgue measure. For this reason, the theorems of the present chapter have not in general any complete or direct extension to other measures, not even when the latter are determined by additive functions of an interval. In accordance with the conventions of § 5, Chap. III, the terms measure, integral, almost everywhere, etc. will be understood in the Lebesgue sense whenever we do not explicitly assign another meaning to them. Similarly, by additive functions of a set we shall always mean functions of a set ($\mathcal{B}$) (some of which may of course be continued on to wider classes of sets, cf. Chap. III, § 5).

We have already remarked in § 1, Chap. I, that any additive function of a set $\Phi$ in a space $R_m$, may be regarded as a distribution of mass. It is then natural to consider the limit of the ratio $\Phi(S)/|S|$ where $S$ denotes a cube, or a sphere, with a fixed centre $a$ and with diameter tending to 0, as the density of the mass at the point $a$. By the fundamental theorem of Lebesgue (*vide*, below, Theorem 5.4) this limit exists almost everywhere. Moreover Lebesgue has shown that in the above ratio, $S$ may be taken to denote much more general sets than cubes or spheres. Of these, further details will be given in the next §.
§ 2. Derivates of functions of a set and of an interval.

Suppose given a Euclidean space \( R^m \). By parameter of regularity \( r(E) \) of a set \( E \) lying in this space, we shall mean the lower bound of the numbers \( |E|/|J| \) where \( J \) denotes any cube containing \( E \). Thus when \( E \) is an interval, \( l'^m/L'^m \leq r(E) \leq l/L \), where \( l \) denotes the smallest and \( L \) the largest of the edges of \( E \); in particular, the parameter of regularity of a cube is equal to 1.

A sequence of sets \( \{E_n\} \) will be termed regular, if there exists a positive number \( a \) such that \( r(E_n) > a \) for \( n = 1, 2, \ldots \).

We shall say that a sequence of sets \( \{E_n\} \) tends to a point \( a \), if \( d(E_n) \to 0 \) as \( n \to \infty \), and the point \( a \) belongs to all the sets of the sequence.

Given a function of a set \( \Phi \) (not necessarily additive) we call general upper derivate of \( \Phi \) at a point \( a \) the upper bound of the numbers \( l \) such that there exists a regular sequence of closed sets \( \{E_n\} \) tending to \( a \), for which \( \lim_{n \to \infty} \Phi(E_n)/|E_n| = l \). We shall denote this derivate by \( \overline{\Phi}(a) \). Similarly, merely replacing the closed sets by intervals, we define the ordinary upper derivate of \( \Phi \) at a point \( a \) and we denote it by \( \Phi(a) \). If we remove the condition of regularity of the sequences of intervals considered, we obtain the definition of strong upper derivate. In other words the strong upper derivate of \( \Phi \) at a point \( a \) is the upper limit of the ratio \( \Phi(I)/|I| \), where \( I \) is any interval containing \( a \), whose diameter tends to zero. This derivate will be denoted by \( \Phi_s(a) \).

The three lower derivate at a point \( a \), general \( \underline{\Phi}(a) \), ordinary \( \varphi(a) \), and strong \( \varphi_s(a) \), have corresponding definitions, and if at a point \( a \) the numbers \( \underline{\Phi}(a) \) and \( \Phi(a) \) are equal, their common value is termed general derivative of \( \Phi \) at the point \( a \) and will be denoted by \( \Phi(a) \). If further \( \Phi(a) = \infty \), the function \( \Phi \) is said to be derivable in the general sense at the point \( a \). Similarly we define the ordinary derivative \( \Phi'(a) \) and the strong derivative \( \Phi_s(a) \), as well as derivability in the ordinary sense, and in the strong sense, of the function \( \Phi \) at the point \( a \). Sometimes the derivatives \( \underline{\Phi}(a) \), \( \Phi'(a) \) and \( \Phi_s(a) \) are termed unique derivate, while the upper and lower derivate (general, ordinary and strong) are termed extreme derivate. At any point \( a \), we clearly have \( \underline{\Phi}(a) \leq \Phi(a) \leq \Phi(a) \leq \Phi(a) \) and similarly \( \Phi_s(a) \leq \Phi(a) \leq \Phi(a) \leq \Phi(a) \); so that the existence either of a general derivative, or of a strong derivative, always implies that of an ordinary derivative. On the other hand, no such relation holds between the general and the strong extreme derivate.
It may be noted that in order that it be possible to determine the general derivates of a function of a set $\Phi$, the latter must be defined at any rate for all closed sets; whereas in order to determine the extreme ordinary derivates, or the extreme strong derivates, we need only have the function $\Phi$ defined for the intervals. This is why the process of general derivation is most frequently applied to additive functions of a set, and that of ordinary, or of strong, derivation to functions of an interval. We shall often omit the terms "ordinary", "in the ordinary sense", in expressions such as "ordinary derivate", "derivability in the ordinary sense".

We have seen (Chap. III, § 5) that an additive function of an interval $F$ of bounded variation determines an additive function of a set $F^*$. Let us mention, in the case in which the function $F$ is non-negative, an almost evident relation between ordinary derivatives of $F$ and general derivates of $F^*$:

(2.1) **Theorem.** If $F$ is an additive non-negative function of an interval, then, at any point $x$, which belongs to no hyperplane of discontinuity of $F$, we have $DF^*(x) \leq F(x) \leq F(x) \leq DF^*(x)$.

In particular therefore, the ordinary derivative $F'(x) = DF^*(x)$ exists at almost every point $x$ at which $F^*$ has a general derivative.

**Proof.** Since $F(I) \leq F^*(I)$ for any interval $I$, the inequality $\overline{F}(x) \leq DF^*(x)$ is obvious. On the other hand, let $l$ denote any number exceeding $\overline{F}(x)$. Then there exists a regular sequence of intervals $\{I_n\}$ tending to the point $x$ and such that $\lim n F(I_n)/|I_n| < l$. Since $x$ does not belong to any plane of discontinuity of $F$, we may assume that it is an internal point of all the intervals $I_n$. Hence we can make correspond to each interval $I_n$ an interval $J_n \subseteq \overline{I_n}$ such that $x \in J_n$, $|J_n| \geq (1 - 1/n) |I_n|$ and $r(J_n) = r(I_n)$. We then have $\lim n F^*(J_n)/|J_n| < \lim n F(I_n)/|I_n| < l$. Now since $\{J_n\}$ is a regular sequence of intervals tending to $x$, it follows that $DF^*(x) \leq l$, and therefore that $DF^*(x) \leq F(x)$.

Let us note also the following result:

(2.2) **Theorem.** If $f$ is a summable function and $\Phi$ is the indefinite integral of $f$, then $\Phi(x) \leq f(x)$ and $\Phi(x) \leq f(x)$ at any point $x$ at which the function $f$ is upper semi-continuous, and similarly $\Phi(x) \geq f(x)$ and $\Phi(x) \geq f(x)$ at any point $x$ at which the function $f$ is lower semi-continuous.

In particular therefore, $\Phi'(x) = \Phi(x) = DF(x) = f(x)$ at any point $x$ at which the function $f$ is continuous.
In $\mathbb{R}_1$ there is no difference between ordinary and strong derivation. If $F(x)$ is a finite function of a real variable, we understand by its extreme derivates $\bar{F}(x)$ and $\underline{F}(x)$, and by its derivative, or unique derivate, $F'(x)$, the corresponding derivates of the function of an interval that $F(x)$ determines (cf. Chap. III, §13). Besides these derivates, which we shall often term bilateral, we also define, for functions of a real variable, unilateral derivatives and derivates. Thus, if $F(x)$ is a finite function of a real variable defined in the neighbourhood of a point $x_0$, the upper limit of $\frac{F(x) - F(x_0)}{x - x_0}$ as $x$ tends to $x_0$ by values of $x > x_0$ is called right-hand upper derivate of the function $F$ at the point $x_0$ and is denoted by $\overline{F}'(x_0)$. Similarly we define at the point $x_0$ the right-hand lower derivate $\overline{F}'(x_0)$ and the two left-hand, upper and lower, derivates, $\overline{F}'(x_0)$ and $\underline{F}'(x_0)$. These four derivates are called unilateral extreme, or Dini, derivates. If the two derivates on one side (right or left) are equal, their common value is called unilateral (right-hand or left-hand) derivative of the function $F$ at the point in question. Finally, we shall call intermediate derivate of $F(x)$ at the point $x_0$, any number $l$ such that there exists a sequence $\{x_n\}$ of points distinct from $x_0$ for which $\lim_{n \to \infty} x_n = x_0$ and $\lim_{n \to \infty} \frac{F(x_n) - F(x_0)}{x_n - x_0} = l$.

Let $E$ be a linear set, $x_0$ a point of accumulation of $E$, and $F(x)$ a finite function defined on $E$ and at the point $x_0$. The upper and lower limit of the ratio $\frac{F(x) - F(x_0)}{x - x_0}$ as $x$ tends to $x_0$ by values belonging to the set $E$, are called respectively the upper and lower derivate of $F$ at $x_0$, relative to the set $E$. We shall denote them respectively by $\overline{F}_E(x_0)$ and $\underline{F}_E(x_0)$. When they are equal, their common value is termed derivative of $F$ at $x_0$ relative to the set $E$, and is denoted by $\overline{F}'_E(x_0)$.

Besides this derivation relative to a set, we define also derivation relative to a function. Suppose given two finite functions $F(x)$ and $U(x)$, and let $x_0$ be a point such that the function $U$ is not identically constant in any interval containing $x_0$. We then call upper derivate $\overline{F}_U(x_0)$ and lower derivate $\underline{F}_U(x_0)$ of the function $F$ with respect to the function $U$ at the point $x_0$, the upper limit and the lower limit of the ratio $\frac{F(x) - F(x_0)}{U(x) - U(x_0)}$ as $x$ tends to $x_0$ by values other than those for which $F(x) - F(x_0) = U(x) - U(x_0) = 0$. Similarly, considering unilateral limits of the same ratio, we define four Dini derivates of $F$ with respect to $U$: $\overline{F}'_U(x_0)$, $\underline{F}'_U(x_0)$, $\overline{F}_U(x)$ and $\underline{F}_U(x)$. 
Vitali's Covering Theorem.

When all these extreme derivates are equal, their common value is denoted by $F'(x_0)$ and called derivative of $F$ with respect to the function $U$ at the point $x_0$. The most usual case in which this method of derivation is applied, is when $U$ is a monotone increasing function; and it is then easy, by change of variable, to reduce derivation with respect to $U$ to ordinary derivation.

§ 3. Vitali's Covering Theorem. We shall say that a family $\mathcal{E}$ of sets covers a set $A$ in the sense of Vitali, if for every point $x$ of $A$ there exists a regular sequence of sets $(\mathcal{E})$ tending to $x$ (cf. p. 106).

(3.1) Vitali's Covering Theorem. If in the space $R_m$ a family of closed sets $\mathcal{E}$ covers in the sense of Vitali a set $A$, then there exists in $\mathcal{E}$ a finite or enumerable sequence $\{E_n\}$ of sets no two of which have common points, such that

$$|A - \sum_n E_n| = 0.$$  

Proof. a) We first prove the theorem in the special case in which (i) the parameters of regularity of all the sets $(\mathcal{E})$ exceed a fixed number $a > 0$ and (ii) the set $A$ is bounded i.e. contained in an open sphere $S$. We may clearly assume that, in addition, all the sets $(\mathcal{E})$ are also contained in $S$.

This being so, we shall define the required sequence $\{E_n\}$ by induction in the following manner.

For $E_1$ we choose an arbitrary set $(\mathcal{E})$, and when the first $p$ sets $E_1, E_2, \ldots, E_p$ no two of which have common points, have been defined, we denote by $\delta_p$ the upper bound of the diameters of all the sets $(\mathcal{E})$ which have no points in common with $\sum_{i=1}^{p} E_i$, and by $E_{p+1}$ any one of these sets with diameter exceeding $\delta_p/2$. Such a set must exist, unless the sets $E_1, E_2, \ldots, E_p$ already cover the whole of the set $A$, in which case they constitute the sequence whose existence was to be established. We may therefore suppose that this induction can be continued indefinitely.

To show that the infinite sequence $\{E_n\}$ thus defined covers $A$ almost entirely, let us write

$$B = A - \sum_n E_n$$

and suppose, if possible, that $|B| \geq 0$. On account of condition (i), we can associate with each set $E_n$ a cube $J_n$ such that $E_n \subset J_n$ and
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\[ |E_n| > a \cdot |J_n| \]. Let \( \tilde{J}_n \) denote the cube with the same centre as \( J_n \) and with diameter \((4m+1) \delta (J_n)\). The series

\[
\sum_n |\tilde{J}_n| = (4m+1)^m \cdot \sum_n |J_n| \leq (4m+1)^m \cdot a^{-1} \cdot \sum_n |E_n| \leq (4m+1)^m \cdot a^{-1}
\]

converges; therefore we can find an integer \( N \) such that \( \sum_{n=N+1}^{\infty} |\tilde{J}_n| < |B| \).

It follows that there exists a point \( x_0 \in B \) not belonging to any \( \tilde{J}_n \) for \( n > N \); and since by (3.3) the point \( x_0 \) does not belong to \( \sum_n E_n \) and the sets \( E_n \) are supposed closed, there must exist in \( \mathcal{E} \) a set \( E \) containing \( x_0 \) and such that

\[
E \cdot E_n = 0 \quad \text{for} \quad n = 1, 2, \ldots, N.
\]

Hence the set \( E \) has common points with at least one of the sets \( E_n \) for \( n > N \); for otherwise we should have \( 0 < \delta (E) \leq \delta_n \leq 2\delta (E_{n+1}) \leq 2\delta (J_{n+1}) \) for every positive integer \( n \), and this is clearly impossible since by (3.4) we have \( \lim_n \delta (J_n) = 0 \). Let \( n_0 \) be the smallest of the values of \( n \) for which \( E \cdot E_n = 0 \). Then on the one hand, \( E \cdot E_n = 0 \) for \( n = 1, 2, \ldots, n_0 - 1 \), so that

\[
\delta (E) \leq \delta_{n_0 - 1};
\]

and on the other hand, by (3.5), \( n_0 > N \), which implies, by definition of \( x_0 \), that \( x_0 \) does not belong to \( \tilde{J}_{n_0} \). Thus we find that there are both some points outside \( \tilde{J}_{n_0} \) and some points belonging to the set \( E_{n_0} \subset J_{n_0} \), which are contained in the set \( E \); this set must therefore have diameter exceeding \( 2\delta (J_{n_0}) \geq 2\delta (E_{n_0}) > \delta_{n_0 - 1} \), in contradiction to (3.6). The assumption that \( |B| > 0 \) thus leads to a contradiction and this proves the theorem, subject to the additional hypotheses (i) and (ii).

b) Now let \( \mathcal{E} \) be any family of closed sets covering the set \( A \) in the sense of Vitali; and let us denote, for any positive integer \( n \), by \( S_n \) the sphere \( S(0; n) \) and by \( A_n \) the set of the points \( x \in A \cdot S_n \) for which there exists a sequence of sets tending to \( x \) and consisting of sets \( (\mathcal{E}) \) whose parameters of regularity exceed \( 1/n \). The sets \( A_n \) constitute an ascending sequence and \( A = \lim_n A_n \).

We can now define by induction a sequence of families of sets \( \{ \mathcal{I}_n \} \) subject to the following conditions: 1° each family \( \mathcal{I}_n \) consists of a finite number of sets \( (\mathcal{E}) \) no two of which have common
points and none of which, for \( n > 1 \), have points in common with the sets of preceding families \( \mathfrak{T}_1, \mathfrak{T}_2, \ldots, \mathfrak{T}_{n-1} \); \( 2^0 \) denoting by \( T_n \) the sum of the sets which belong to \( \mathfrak{T}_n \),

\[
|A_n - \sum_{i=1}^{n} T_i| < 1/n.
\]

To see this, suppose that for \( n \leq p \) we have determined families \( \mathfrak{T}_n \) subject to \( 1^0 \) and \( 2^0 \). Write \( \tilde{A}_{p+1} = A_{p+1} - \sum_{i=1}^{p} T_i \), and consider the family of all the sets \( (E) \) which are contained in the open set \( \bigcup_{i=1}^{p} T_i \) and whose parameters of regularity exceed \( 1/(p + 1) \). This family evidently covers the set \( \tilde{A}_{p+1} \subset A_{p+1} \subset S_{p+1} \) in the sense of Vitali, and by what we have already proved we can extract from it a sequence \( \{E_i\} \) of sets, no two of which have common points, so as to cover \( \tilde{A}_{p+1} \) almost entirely. Therefore, for a sufficiently large index \( i_0 \),

\[
|A_{p+1} - \sum_{i=1}^{p} T_i - \sum_{i=1}^{i_0} E_i| = |\tilde{A}_{p+1} - \sum_{i=1}^{i_0} E_i| < 1/(p + 1),
\]

and, denoting by \( \mathfrak{T}_{p+1} \) the family consisting of the sets \( \tilde{E}_1, \tilde{E}_2, \ldots, \tilde{E}_{i_0} \), we find that conditions \( 1^0 \) and \( 2^0 \) hold when \( n = p + 1 \).

Let us now write \( \mathfrak{T} = \sum_n \mathfrak{T}_n \). The family \( \mathfrak{T} \) consists of a finite number, or of an enumerable infinity, of sets \( (E) \) no two of which have common points. Denoting the sum of these sets by \( T \), we find, by \( (3.7) \), \( |A - T| = 0 \) and this completes the proof.

The proof given above is due to S. Banach [3] (for other proofs cf. C. Carathéodory [II, pp. 299–307] and T. Radó [3]).

Theorem 3.1 was proved by G. Vitali [3] in a slightly less general form; he assumed the family \( \mathfrak{E} \) to consist of cubes. H. Lebesgue [5] while retaining the line of argument of Vitali, showed that the conclusion drawn by Vitali could be generalized as follows:

\[
(3.8) \text{Theorem. Given a set } A \text{ and a family } \mathfrak{E} \text{ of closed sets, suppose that with each point } x \in A \text{ we can associate a number } \alpha > 0, \text{ a sequence } \{X_n\} \text{ of sets } (\mathfrak{E}) \text{ and a sequence } \{J_n\} \text{ of cubes such that } x \in J_n, \ X_n \subset J_n, \ |X_n| > \alpha \cdot |J_n| \text{ for } n = 1, 2, \ldots, \text{ and } \lim_{n} \delta(J_n) = 0.
\]

Then \( \mathfrak{E} \) contains a sequence of sets no two of which have common points, that covers the set \( A \) almost entirely.
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This statement, although apparently more general than that of Theorem 3.1, easily reduces to the latter. For let us denote by \( \mathcal{C}^0 \) the family of all the sets of the form \( E + \{x\} \), where \( E \) is any set of \( \mathcal{C} \) and \( x \) any point of the set \( A \). The family \( \mathcal{C}^0 \) clearly covers the set \( A \) in the Vitali sense, and by Theorem 3.1 we can therefore extract from it a sequence \( \{E_n^0\} \) of sets no two of which have common points and which covers the set \( A \) almost entirely. Now each set \( E_n^0 \) either already belongs to \( \mathcal{C} \), or becomes a set \( \mathcal{C} \) as soon as we remove from it a suitably chosen point. Therefore, removing where necessary a point from each \( E_n^0 \), we obtain a sequence of sets \( \mathcal{C} \) no two of which have common points and whose sum, since it differs from \( \sum E_n^0 \) by an at most enumerable set, covers \( A \) almost entirely.

For further generalizations of Vitali's theorem (which, again, can be proved without introducing fresh methods), see B. Jessen, J. Marcinkiewicz and A. Zygmund (I, p. 224).

It is easy to see that the hypothesis that the family \( \mathcal{C} \) covers the set \( A \) in the Vitali sense (and not merely in the ordinary sense) is essential for the validity of Theorem 3.1. But, as has been shown by S. Banach [1] and H. Bohr (vide C. Carathéodory [II, p. 689]), this hypothesis cannot be dispensed with in the theorem even in the case where \( \mathcal{C} \) is a family of intervals such that to each point \( x \) of the set \( A \) there corresponds a sequence \( \{I_n\} \) of intervals belonging to \( \mathcal{C} \), of centre \( x \) and diameter \( \delta(I_n) \) tending to zero as \( n \to \infty \).

For covering theorems similar to that of Vitali and which correspond to linear measure (length, cf. Chap. II, § 9) of sets, vide W. Sierpiński [7], A. S. Besicovitch [1] and J. Gillis [1].

§ 4. Theorems on measurability of derivates. Of the two theorems which we shall establish in this §, the first is due to S. Banach [4, p. 174] (cf. also A. J. Ward [2, p. 177]) and concerns the extreme derivates of any function of an interval (not necessarily additive). We begin by proving the following lemma:

(4.1) Lemma. Any set expressible as the sum of a family of intervals is measurable.

Proof. Let \( \mathcal{I} \) be any family of intervals and let \( S \) be the sum of the intervals of \( \mathcal{I} \). Let \( \mathcal{C} \) denote the family of cubes each of which is contained in one at least of the intervals (\( \mathcal{I} \)). The set \( S \) is clearly covered by \( \mathcal{C} \) in the Vitali sense and by Theorem 3.1, \( S \) is therefore expressible as the sum of a sequence of cubes (\( \mathcal{C} \)) and of a set of measure zero. Therefore the set \( S \) is measurable, as asserted.

(4.2) Theorem. If \( F \) is a function of an interval, its two extreme ordinary derivates \( \overline{F} \) and \( \underline{F} \) and its extreme strong derivates \( \overline{F}_s \) and \( \underline{F}_s \) are measurable.
Proof. Let us take first the strong derivates of \( F \), say \( F_s \). Let \( a \) be a finite number and \( P \) the set of the points \( x \) for which \( F_s(x) > a \). For any pair of positive integers \( h \) and \( k \), let us denote by \( P_{h,k} \) the sum of all the intervals \( I \) for which \( \delta(I) \geq 1/k \) and \( F(I)/|I| \geq a + 1/h \). We see at once that \( P = \sum_{h} \sum_{k} P_{h,k} \). Now the sets \( P_{h,k} \) are measurable on account of Lemma 4.1 and so is the set \( P \). This proves \( \bar{F}_s(x) \) to be a measurable function.

Consider next the ordinary upper derivate \( \bar{F} \). As before let \( a \) be any finite number, and \( Q \) the set of the points \( x \) at which \( \bar{F}(x) > a \). In order that a point \( x \) should belong to \( Q \), it is clearly necessary and sufficient that there should exist a positive number \( \alpha \) and a sequence \( \{I_n\} \) of intervals tending to \( x \) such that \( r(I_n) \geq \alpha \) and \( F(I_n)/|I_n| \geq a + \alpha \) for \( n = 1, 2, \ldots \). Hence denoting for any pair of positive integers \( h, k \) by \( Q_{h,k} \) the sum of the intervals \( I \) such that \( r(I) \geq 1/h, \delta(I) \leq 1/k \) and \( F(I)/|I| \geq a + 1/h \), we find easily that \( Q = \sum_{h} \sum_{k} Q_{h,k} \). Thus, since each set \( Q_{h,k} \) is measurable by Lemma 4.1, so is also the set \( Q \). The derivate \( \bar{F}(x) \) is therefore measurable.

It follows in particular from Theorem 4.2 that the bilateral extreme derivates of any function of a real variable are measurable. The same is not true of unilateral extreme derivates. Nevertheless, as shown by S. Banach [2] (cf. also H. Auerbach [1]), these derivates are measurable whenever the given function is so. Similarly by a theorem of W. Sierpiński [8], the Dini derivates of a function measurable (\( \mathcal{B} \)) are themselves measurable (\( \mathcal{B} \)). These two results are included in the following proposition, from which they are obtained by choosing the class \( \mathcal{X} \) to be either \( \mathcal{L} \) or \( \mathcal{B} \).

(4.3) Theorem. If \( \mathcal{X} \) is an additive class of sets in \( R_1 \), which includes the sets measurable (\( \mathcal{B} \)), the Dini derivates of any function of a real variable which is finite and measurable (\( \mathcal{X} \)), are themselves measurable (\( \mathcal{X} \)).

Proof. If \( F \) is any finite function of a real variable, \( x \) any point and \( h, k \) any pair of positive integers subject to \( k > h \), let us write \( D_{h,k}(F; x) \) for the upper bound of the ratio \( [F(t) - F(x)]/(t - x) \) when \( x + 1/k < t < x + 1/h \). At any point \( x \) we clearly have

\[
\bar{F}^+(x) = \lim_{h} \lim_{k} D_{h,k}(F; x).
\]

Now let \( a \) be any finite number and consider the set

\[
E[D_{h,k}(F; x) > a].
\]
We see at once that if the function $F$ is constant on a set $E$, the set of the points $x$ of $E$ at which $D_{h,k}(F; x) > a$ is open in $E$ (cf. Chap. II, p. 41). Thus the set $(4.5)$, and consequently the expression $D_{h,k}(F; x)$ as function of $x$, is measurable ($\mathcal{F}$) whenever the function $F$ is finite, measurable ($\mathcal{F}$) and assumes at most an enumerable infinity of distinct values.

This being so, let $F$ be any finite function measurable ($\mathcal{F}$). We can represent it as the limit of a uniformly convergent sequence $\{F_n\}$ of functions measurable ($\mathcal{F}$) each of which assumes at most an enumerable infinity of distinct values: for instance we may write $F_n(x) = i/n$, when $i/n \leq F(x) < (i+1)/n$ for $i = \ldots -2, -1, 0, 1, 2, \ldots$. We then have $D_{h,k}(F; x) = \lim_n D_{h,k}(F_n; x)$, and since by the above the functions $D_{h,k}(F_n; x)$ are measurable ($\mathcal{F}$) in $x$, so is $D_{h,k}(F; x)$. It follows at once from $(4.4)$ that the derivate $\bar{F}^+(x)$ is also measurable ($\mathcal{F}$), and this completes the proof.

§ 5. Lebesgue's Theorem. We shall establish in this § the fundamental theorem of Lebesgue on derivation of additive functions of a set and of additive functions of bounded variation of an interval.

(5.1) Lemma. If for a non-negative additive function of a set $\Phi$ the inequality $\overline{D}\Phi(x) \geq a$ holds at every point $x$ of a set $A$, then

(5.2) $\Phi(X) \geq a \cdot |A|$

holds for every set $X \subseteq A$, bounded and measurable ($\mathcal{B}$).

Proof. Let $\epsilon$ be any positive number and $b$ any number less than $a$. By Theorems 6.5 and 6.10 of Chap. III, there exists a bounded open set $G$ such that

(5.3) $X \subseteq G$ and $\Phi(X) \geq \Phi(G) - \epsilon$.

Let us denote by $\mathcal{E}$ the family of closed sets $E \subseteq G$ for each of which $\Phi(E) \geq b \cdot |E|$. Since by hypothesis, $\overline{D}\Phi(x) \geq a > b$ at any point $x \in A$, the family $\mathcal{E}$ covers the set $A$ in the Vitali sense, and by Theorem 3.1, we can extract from it a sequence $(E_n)$ of sets no two of which have common points, so as to cover almost entirely the set $A$. Therefore, on account of (5.3),

$$\Phi(X) \geq \Phi(G) - \epsilon \geq \sum_n \Phi(E_n) - \epsilon \geq b \cdot \sum_n |E_n| - \epsilon \geq b \cdot |A| - \epsilon.$$  

In this we make $\epsilon \to 0$ and $b \to a$, and (5.2) then follows at once.
(5.4) Lebesgue's Theorem. An additive function of a set is almost everywhere derivable in the general sense. An additive function of bounded variation of an interval is almost everywhere derivable in the ordinary sense.

Proof. On account of Theorem 2.1 we may restrict ourselves to non-negative additive functions of a set.

Let \( \Phi \) be such a function and suppose that \( \overline{D}\Phi(x) > D\Phi(x) \) holds at each point \( x \) of a set \( A \) of positive measure. For any pair of positive integers \( h \) and \( k \) let us denote by \( A_{h,k} \) the set of the points \( x \) of \( A \) for which \( \overline{D}\Phi(x) > (h+1)/k > h/k > D\Phi(x) \). We have \( A = \sum_{h,k} A_{h,k} \), and therefore there exists a pair of integers \( h_0 \) and \( k_0 \) such that \( |A_{h_0,k_0}| > 0 \). Let us denote by \( B \) any bounded subset of \( A_{h_0,k_0} \) of positive outer measure. Let \( \epsilon \) be any positive number and \( G \) a bounded open set such that

\[(5.5) \quad B \subseteq G \quad \text{and} \quad |G| \leq |B| + \epsilon.\]

Consider the family of all closed sets \( E \subseteq G \) for which \( \Phi(E) \leq \frac{h_0}{k_0} |E| \). This family covers the set \( B \) in the Vitali sense, and therefore contains a sequence \( \{E_n\} \) of sets no two of which have common points, which covers the set \( B \) almost entirely. Writing \( Q = \sum_n E_n \) we find, on account of (5.5),

\[(5.6) \quad \Phi(Q) = \sum_n \Phi(E_n) \leq \frac{h_0}{k_0} \cdot \sum_n |E_n| \leq \frac{h_0}{k_0} \cdot |G| \leq \frac{h_0}{k_0} \cdot (|B| + \epsilon).\]

On the other hand, \( \overline{D}\Phi(x) \geq (h_0 + 1)/k_0 \) at each point \( x \in B \). Therefore, since all but a subset of measure zero of the set \( B \) is contained in the set \( Q \), it follows from Lemma 5.1 that \( \Phi(Q) \geq \frac{h_0 + 1}{k_0} |B| \), and therefore, on account of (5.6) that \( (h_0 + 1) \cdot |B| \leq h_0 \cdot (|B| + \epsilon) \). But this is clearly a contradiction since \( |B| > 0 \) and \( \epsilon \) is an arbitrary positive number.

Thus the function \( \Phi \) has almost everywhere a general derivative \( D\Phi \). It remains to prove that the latter is almost everywhere finite. Suppose the contrary: there would then exist a sphere \( S \) such that \( D\Phi(x) = +\infty \) at any point \( x \) of a subset of \( S \) of positive measure. We should then have, by Lemma 5.1, \( \Phi(S) = +\infty \), which is impossible and completes the proof.
The preceding theorem was proved by H. Lebesgue [I, p. 128] first for continuous functions of a real variable and later [5, p. 408—425] for additive functions of a set in \( R_n \). Among the many memoirs devoted to simplifying the proof we may mention: G. Faber [1], W. H. and G. C. Young [1], H. Steinhaus [1], Ch. J. de la Vallée Poussin [1, I; p. 103], A. Rajchman and S. Saks [1], J. Riddler [3] (cf. also the direct proof of Lebesgue’s theorem for additive functions of bounded variation of an interval in the first edition of this book). More recently F. Riesz [6; 7] has given an elegant proof of Lebesgue’s theorem for functions of a real variable. Finally S. Banach [4, p. 177] has extended the theorem in question to a class of functions of an interval which is slightly wider than that of additive functions of bounded variation. The proof given here applies also without any essential modification to the theorem of Banach.

For an extension of the theorem to certain abstract spaces, see J. A. Clarkson [1] (cf. also S. Bochner [3])

Another application of Lemma 5.1 is the proof of the following theorem on term by term derivation of monotone sequences of additive functions:

(5.7) **Theorem.** If an additive function of a set \( \Phi \) is the limit of a monotone sequence \( \{ \Phi_n \} \) of additive functions of a set, then almost everywhere \( D\Phi(x) = \lim_n D\Phi_n(x) \).

In the same way, if an additive function of bounded variation of an interval, \( F \), is the limit of a monotone sequence \( \{ F_n \} \) of additive functions of bounded variation of an interval, then almost everywhere \( F'(x) = \lim_n F_n'(x) \).

**Proof.** Suppose, to fix the ideas, that the sequence \( \{ \Phi_n \} \) is non-decreasing and write \( \Theta_n = \Phi - \Phi_n \). To establish the first part of the theorem, we need only show that

(5.8) \[
\lim_n D\Theta_n(x) = 0
\]

almost everywhere.

For this purpose, let \( A \) denote the set of the points \( x \) at which (5.8) is not satisfied and suppose that \( |A| > 0 \). For any positive integer \( k \) we write \( A_k \) for the set of the points \( x \) at which \( \lim_n D\Theta_n(x) \geq 1/k \). Since \( A = \sum_k A_k \), there is an index \( k = k_0 \) such that \( |A_{k_0}| > 0 \). Let \( B \) denote any bounded subset of \( A_{k_0} \) of positive measure and \( I \) an interval containing \( B \). Since the sequence \( \{ \Theta_n \} \) is non-increasing, so is the sequence \( \{ D\Theta_n \} \) and therefore we must have \( D\Theta_n(x) \geq 1/k_0 \) for \( n = 1, 2, \ldots \) at any point \( x \in B \subseteq A_{k_0} \). Hence by Lemma 5.1, we find
$\Theta_n(I) \geq |B|/k_0$ for every positive integer $n$, and this is clearly a contradiction since $|B| > 0$ and $\lim n \Theta_n(I) = \Phi(I) - \lim n \Phi_n(I) = 0$.

We might prove similarly the second part of the theorem, but actually the latter can be reduced at once to the first part. In fact if we suppose the given sequence $\{F_n\}$ non-decreasing and write $T_n = F - F_n$, then the functions of an interval, $T_n$, are non-negative and the sequence $\{T_n(I)\}$ converges to 0 in a non-increasing manner for every interval $I$. The sequence $\{T_n^*\}$ of additive and non-negative functions of a set is then also non-increasing and converges to 0 (cf. Chap. III, Theorem 6.2). Hence, by the first part of our theorem and by Theorem 2.1, we have $\lim n T_n(x) = \lim n T_n^*(x) = 0$, and therefore $\lim n F'(x) = F'(x)$, for almost all $x$, which completes the proof.

For functions of a real variable, Theorem 5.7 may be stated in the following form (vide G. Fubini [2]; cf. also L. Tonelli [3] and F. Riesz [6; 7]):

If $F(x) = \sum n F_n(x)$ is a convergent series of monotone non-decreasing functions, then the relation $F'(x) = \sum n F_n'(x)$ holds almost everywhere.

§ 6. Derivation of the indefinite integral. Given a set $A$, let us write $L_A(X) = |A \cdot X|$ for every measurable set $X$. The function $L_A$ of a measurable set, thus defined, is termed measure-function for the set $A$. Considered as function of a measurable set, or as function of an interval, $L_A$ is additive and absolutely continuous; and, if further the set $A$ is measurable, we have $L_A(X) = \int_X c_A(x) \, dx$ for every measurable set $X$, i.e. the function $L_A$ is the indefinite integral of the characteristic function of the set $A$.

(6.1) Theorem. For any set $A$ we have

(6.2) $DL_A(x) = c_A(x)$

at almost all $x$ of $A$; and if further, the set $A$ is measurable, then (6.2) holds almost everywhere in the whole space.

Proof. By Theorem 6.7 of Chap. III the set $A$ can be enclosed in a set $H \in \mathfrak{G}$, for which the measure-function is the same as for the set $A$. Let us write $H = \prod n G_n$, where $\{G_n\}$ is a descending
sequence of open sets. We clearly have $DL_{G_n}(x) = 1$ at any point $x \in G_n$, and so a fortiori at any point $x \in A \subset H \subset G_n$. Hence, remembering that the sequence $\{L_{G_n}\}$ of functions of a set is non-increasing and converges to the function $L_A = L_H$, it follows by Theorem 5.7 that $DL_A(x) = \lim_{n} DL_{G_n}(x) = 1 = c_A(x)$ almost everywhere in $A$.

Now suppose the set $A$ measurable. Then $L_A(X) + L_{CA}(X) = |X|$ for every measurable set $X$, and consequently $DL_A(x) + DL_{CA}(x) = 1$ at any point $x$ at which the two derivatives $DL_A(x)$ and $DL_{CA}(x)$ exist, i.e. almost everywhere by Lebesgue's Theorem 5.4. Now, by what has been proved already, $DL_{CA}(x) = 1$ almost everywhere in $CA$. Therefore $DL_A(x) = 0 = c_A(x)$ at almost all $x$ of $CA$ and this shows that (6.2) holds almost everywhere in the whole space.

(6.3) **Theorem.** If $\Phi$ is the indefinite integral of a summable function $f$, then

\[ D\Phi(x) = f(x) \]

at almost all points $x$ of the space.

**Proof.** We may clearly assume that $f$ is a non-negative function. If $f$ is the characteristic function of a measurable set, the relation (6.4) holds almost everywhere by the second part of Theorem 6.1. The relation therefore remains valid when $f$ is a finite simple function, i.e. the linear combination of a finite number of characteristic functions. Finally, in the general case, any non-negative summable function $f$ is the limit of a non-decreasing sequence $\{f_n\}$ of finite simple measurable functions; therefore, denoting by $\Phi_n$ the indefinite integral of $f_n$, it follows from Theorem 5.7 that $D\Phi(x) = \lim_{n} D\Phi_n(x) = \lim_{n} f_n(x) = f(x)$ almost everywhere, and this completes the proof.

§ 7. The Lebesgue decomposition. In this § we shall give for additive functions of a set $(\mathfrak{B})$, a more precise form to the Lebesgue Decomposition Theorem 14.6, Chap. I. We shall prove in fact that the absolutely continuous function which occurs in this theorem is the indefinite integral of the general derivative of the given function. At the same time we shall establish the corresponding decomposition for additive functions of bounded variation.
(7.1) **Lemma.** If $\Phi$ is a singular additive function of a set, then $D\Phi(x) = 0$ almost everywhere.

**Proof.** We may assume (cf. Chap. I, Theorem 13.1 (1°)) that the function $\Phi$ is non-negative.

The function $\Phi$ being singular, there exists a set $E_0$ measurable (3) and of measure zero, such that

$$\Phi(x) = 0 \quad \text{for every set } X \text{ bounded and measurable (3).}$$

Suppose that the set of the points $x$ at which $D\Phi(x) > 0$ has positive measure. Then denoting by $Q_n$ the set of the points $x \in CE_0$ at which $D\Phi(x) > 1/n$, there exists a positive integer $N$ such that $|Q_N| > 0$. Consequently, there also exists an interval $I$ such that $|I \cdot Q_N| > 0$, and by Lemma 5.1 we find $\Phi(I \cdot CE_0) \geq \Phi(I \cdot Q_N) \geq |I \cdot Q_N|/N > 0$, which clearly contradicts (7.2).

(7.3) **Theorem.** If $\Phi$ is an additive function of a set, the derivative $D\Phi$ is summable, and the function $\Phi$ is expressible as the sum of its function of singularities and of the indefinite integral of its general derivative.

**Proof.** By Theorem 14.6, Chap. I, we have $\Phi = \Theta + \Psi$ where $\Theta$ is a singular additive function of a set and $\Psi$ is the indefinite integral of a summable function $f$. Hence, making use of Theorem 6.3 and of Lemma 7.1 we find almost everywhere $D\Phi(x) = D\Theta(x) + D\Psi(x) = f(x)$ and this proves the theorem.

We can extend the theorem to additive functions of bounded variation of an interval. We have in fact:

(7.4) **Theorem.** If $F$ is an additive function of bounded variation of an interval, the derivative $F'$ is summable, and the function $F$ is the sum of a singular additive function of an interval and of the indefinite integral of the derivative $F'$.

Moreover, if the function $F$ is non-negative, we have for every interval $I_0$

$$F(I_0) \geq \int_{I_0} F'(x) \, dx,$$

equality holding only in the case in which the function $F$ is absolutely continuous on $I_0$. 


Proof. We may clearly assume the function $F$ to be non-negative in both parts of the theorem. The corresponding function of a set $F^*$, together with its function of singularities, will then also be non-negative; and on account of Theorems 7.3 and 2.1 we shall have

$$(7.6) \quad F^*(X) \geq \int_X DF^*(x) \, dx = \int_X F'(x) \, dx$$

for every bounded set $X \in \mathcal{B}$. Let us write for any interval $I$

$$(7.7) \quad T(I) = F(I) - \int_I F'(x) \, dx.$$  

The function of an interval thus defined is clearly non-negative, since by (7.6)

$$F(I) \geq F^*(I^c) \geq \int_I F'(x) \, dx = \int F'(x) \, dx$$

for every interval $I$. Moreover, if we take the derivative of both sides of (7.7) in accordance with Theorem 6.3, we find $DT^*(x) = T'(x) = 0$ almost everywhere. It therefore follows from Theorem 7.3 that the function of a set $T^*$ — and so by Theorem 12.6, Chap. III, the function of an interval $T$ — are singular. The relation (7.7) therefore provides the required decomposition for the function $F$.

Finally, since the function $T$ is non-negative, it follows from (7.7) that the inequality (7.5) holds for every interval $I_0$, and reduces to an equality if, and only if, $T(I) = 0$ for every interval $I \subset I_0$. In other words, in order that there be equality in (7.5) it is necessary and sufficient that the function $F'$ be on $I_0$ the indefinite integral of its derivative, i.e. be absolutely continuous on $I_0$.

Theorem 7.4 provides a decomposition of an additive function of bounded variation of an interval into two additive functions one of which is absolutely continuous and the other singular. Just as for functions of a set, this decomposition is termed Lebesgue decomposition and is uniquely determined for any additive function of bounded variation. For suppose that $G_1 + T_1 = G_2 + T_2$ where $G_1$ and $G_2$ are absolutely continuous functions and $T_1$ and $T_2$ are singular functions; then $G_2 - G_1 = T_1 - T_2$ and by Theorem 12.1 (2°, 6°), Chap. III, this requires $G_1 = G_2$ and $T_1 = T_2$. The absolutely continuous function and the singular function occurring in the Lebesgue decomposition of a function of bounded variation $F$ are called, respectively, the absolutely continuous part and the function of singularities of the function $F$. 

As a special case of Theorems 7.3 and 7.4, let us mention the following result, in which part 2° includes Lemma 7.1 and its converse.

(7.8) **Theorem.** 1° An additive function of a set, or an additive function of an interval of bounded variation, is absolutely continuous, if, and only if, it is the indefinite integral of its derivative.

2° An additive function of a set, or an additive function of an interval of bounded variation, is singular if, and only if, its derivative vanishes almost everywhere.

Finally, let us mention also an almost immediate consequence of Theorems 7.3 and 7.4:

(7.9) **Theorem.** The derivative of the absolute variation of an additive function of a set, or of an additive function of an interval of bounded variation, is almost everywhere equal to the absolute value of the derivative of the given function.

**Proof.** Consider to fix the ideas, an additive function of bounded variation of an interval, \( F \). Let \( T \) be the function of singularities of \( F \), and let \( W \) and \( V \) be the absolute variations of the functions \( F \) and \( T \) respectively. In virtue of Theorem 7.4 the relation \( F(I) = \int_I F'(x) \, dx + T(I) \) holds for every interval \( I \), and hence also

(7.10) \[ W(I) \leq \int_I |F'(x)| \, dx + V(I). \]

Now the function \( V \) is singular together with \( T \), so that its derivative vanishes almost everywhere by Lemma 7.1. Hence taking the derivative of (7.10), we find on account of Theorem 6.3 that \( W'(x) \leq |F'(x)| \) almost everywhere, and this completes the proof since the opposite inequality is obvious.

**§ 8. Rectifiable curves.** By a curve in a space \( \mathbb{R}_m \) we shall mean any system \( C \) of \( m \) equations \( x_i = X_i(t) \) where \( i = 1, 2, \ldots, m \) and the \( X_i(t) \) are arbitrary finite functions defined on a linear interval or on the whole straight line \( \mathbb{R} \). The variable \( t \) will be termed parameter of the curve. The point \( (X_1(t), X_2(t), \ldots, X_m(t)) \) will be called point of the curve corresponding to the value \( t \) of the parameter, and denoted by \( p(C; t) \). If \( E \) is a set in \( \mathbb{R} \), the set of the points \( p(C; t) \) for \( t \in E \) will be called graph of the curve \( C \) on \( E \) and denoted by \( B(C; E) \) (cf. the similar notation for graphs of functions, Chap. III, p. 88).
For simplicity of wording we consider in the rest of this §, only curves in the plane $\mathbb{R}_2$; we shall suppose also that the functions determining these curves are defined in the whole straight line $\mathbb{R}_1$. But needless to say, these restrictions are not essential for the validity of the proofs that follow.

Let therefore $C$ be a curve in the plane, defined by the equations $x=X(t)$, $y=Y(t)$. Given any two points $a$ and $b>a$, a finite sequence $\tau=\{t_j\}_{j=0,1,\ldots,n}$ of points such that $a=t_0 \leq t_1 \leq \ldots \leq t_n = b$ will be called chain between the points $a$ and $b$, and the number

$$\sum_{j=1}^{n} \sigma(p_{j-1}, p_j), \quad \text{where} \quad p_j = p(C; t_j),$$

will be denoted by $\sigma(C; \tau)$. (We may regard this number as the length of the polygon inscribed in the curve $C$ and whose vertices correspond to the values $a=t_0, t_1, \ldots, t_n=b$ of the parameter.) The upper bound of the numbers $\sigma(C; \tau)$ when $\tau$ is any chain between two fixed points $a$ and $b$, will be called length of arc of the curve $C$ on the interval $I=[a, b]$, and will be denoted by $S(C; I)$ or $S(C; a, b)$. If $S(C; I) = \infty$ the curve $C$ is said to be rectifiable on the interval $I$; and if this is the case on every interval we say simply that the curve $C$ is rectifiable.

(8.1) For any curve $C$ we have $S(C; a, b) + S(C; b, c) = S(C; a, c)$ whenever $a<b<c$.

It is enough to prove that $S(C; a, b) + S(C; b, c) = S(C; a, c)$, since the opposite inequality is obvious. Let $\tau = \{a=t_0, t_1, \ldots, t_n = c\}$ be any chain between $a$ and $c$, and let $h$ be the index for which $t_{h-1} \leq b < t_h$. Writing $\tau_1 = \{a=t_0, t_1, \ldots, t_{h-1}, b\}$ and $\tau_2 = \{b, t_h, \ldots, t_n = c\}$, we have $\sigma(C; \tau) \leq \sigma(C; \tau_1) + \sigma(C; \tau_2) \leq S(C; a, b) + S(C; b, c)$, and so $S(C; a, c) \leq S(C; a, b) + S(C; b, c)$.

It follows from (8.1) that if a curve $C$ is rectifiable, the length of arc $S(C; I)$ is an additive function of the interval $I$. We shall call this function length of the curve $C$. Any function of a real variable that corresponds to this function of an interval, i.e. any function $S(t)$ such that $S(b) - S(a) = S(C; a, b)$ for every interval $[a, b]$, will also be termed length of the curve $C$. 


(8.2) **Jordan's Theorem.** If $C$ is a curve given by the equations $x = X(t), y = Y(t)$, we have

$$W(X; I) \leq S(C; I), \quad W(Y; I) \leq S(C; I),$$

$$W(X; I) + W(Y; I) \geq S(C; I)$$

for any interval $I$; and therefore, in order that the curve $C$ be rectifiable on an interval $I_0$, it is necessary and sufficient that the functions $X$ and $Y$ be of bounded variation on $I_0$.

**Proof.** Given an interval $I = [a, b]$, we easily find that for any chain $\tau = \{a = t_0, t_1, \ldots, t_n = b\}$ between the points $a$ and $b$,

$$\sum_{j=1}^{n} |X(t_j) - X(t_{j-1})| \leq \sigma(C; \tau), \quad \sum_{j=1}^{n} |Y(t_j) - Y(t_{j-1})| \leq \sigma(C; \tau),$$

$$\sigma(C; \tau) \leq \sum_{j=1}^{n} |X(t_j) - X(t_{j-1})| + \sum_{j=1}^{n} |Y(t_j) - Y(t_{j-1})| \leq W(X; I) + W(Y; I),$$

from which the inequalities (8.3) follow at once.

(8.4) **Theorem.** If $C$ is a rectifiable curve given by the equations $x = X(t), y = Y(t)$, and the function $S(t)$ is its length, then

(i) in order that $S(t)$ be continuous at a point [absolutely continuous on an interval] it is necessary and sufficient that the two functions $X(t)$ and $Y(t)$ should both be so;

(ii) we have $\Lambda(B(C; E)) \leq |S[E]|$ for any linear set $E$ (i.e. on any set $E$ the length of the graph of the curve $C$ does not exceed the measure of the set of values taken by the function $S(t)$ for $t \in E$);

(iii) $[S'(t)]^2 = [X'(t)]^2 + [Y'(t)]^2$ for almost every $t$;

(iv) $S(C; a, b) \geq \int_{a}^{b} \sqrt{[X'(t)]^2 + [Y'(t)]^2} \, dt \quad$ for every interval $[a, b]$, and the sign of equality holds if, and only if, both the functions $X(t)$ and $Y(t)$ are absolutely continuous on $[a, b]$.

**Proof.** re (i): This part of the theorem is an immediate consequence of the relations (8.3), since by Theorems 4.8 and 12.1 (10) of Chap. III, a function of bounded variation is continuous at a point [absolutely continuous on an interval] if, and only if, its absolute variation is so.
re (ii): Let \( \epsilon \) be any positive number and let \( \{I_n\} \) be a sequence of intervals such that

\[
S[E] \subset \sum_n I_n \quad \text{and} \quad \sum_n |I_n| \leq |S[E]| + \epsilon.
\]

We may clearly assume that no interval \( I_n \) has a diameter exceeding \( \epsilon \).

This being so, we write \( \bar{E} = B(C; E) \) and we denote by \( \bar{E}_n \) the set of the points \( p(C; t) \) of the curve \( C \) for each of which \( S(t) \in I_n \). It is easy to see, on account of (8.5), that \( \bar{E} \subset \sum_n \bar{E}_n \). On the other hand \( \delta(\bar{E}_n) \leq \delta(I_n) = |I_n| \leq \epsilon \) for any \( n \), and it follows from (8.6) (cf. Chap. II, § 8) that \( A^{(o)}(\bar{E}) \leq |S[E]| + \epsilon \), and hence by making \( \epsilon \) tend to zero, that \( A(\bar{E}) \leq |S[E]| \), as asserted.

re (iii): Let \( I_0 = [a_0, b_0] \) be any interval. We shall show successively that both the relations

\[ (8.7) \quad [S'(t)]^2 \geq [X'(t)]^2 + [Y'(t)]^2 \quad \text{and} \quad (8.8) \quad [S'(t)]^2 \leq [X'(t)]^2 + [Y'(t)]^2 \]

hold almost everywhere in \( I_0 \); here the derivatives \( S'(t), X'(t) \) and \( Y'(t) \) exist almost everywhere on account of Theorem 8.2 and of Lebesgue’s Theorem 5.4.

We have \( S(t+h) - S(t) \geq ([X(t+h) - X(t)]^2 + [Y(t+h) - Y(t)]^2)^{1/2} \) for any point \( t \) and any \( h > 0 \), and if we divide both sides by \( h \) and make \( h \to 0 \), this implies the relation (8.7) at any point \( t \) for which all three functions are derivable at the same time, i.e. almost everywhere.

Now let \( A \) denote the set of the points \( t \in I_0 \) at which the three derivatives \( X'(t), Y'(t) \) and \( S'(t) \) exist without satisfying the inequality (8.8); and for any positive integer \( n \), let \( A_n \) denote the set of the points \( t \in A \) for each of which the inequality

\[ S(I)/|I| \geq ([X(I)/|I|]^2 + [Y(I)/|I|]^2)^{1/2} + 1/n \]

holds for all the intervals \( I \) containing \( t \), whose diameters are less than \( 1/n \). Clearly \( A = \sum_n A_n \).

Keeping \( n \) fixed for the moment, let \( \epsilon \) be any positive number. There exists a chain \( \tau = \{a_0 = t_0, t_1, \ldots, t_p = b_0\} \) such that \( t_k - t_{k-1} < 1/n \) for \( k = 1, 2, \ldots, p \), and such that \( S(C; I_0) \leq \sigma(C; \tau) + \epsilon \). Consequently, writing for brevity \( J_k = [t_{k-1}, t_k], p_k = p(C; t_k), q_k = q(p_{k-1}, p_k) \), we have

\[ (8.9) \quad S(J_k) \geq q_k + |J_k|/n \quad \text{for} \quad k = 1, 2, \ldots, p, \quad \text{whenever} \quad J_k \cdot A_n \neq 0, \]

and on the other hand

\[ (8.10) \quad \sum_{h=1}^p S(J_h) \leq \sum_{k=1}^p q_k + \epsilon. \]
Therefore if $\sum_k^{(n)}$ stands for a summation over all the indices $k$ for which $J_k \cdot A_n \neq 0$, we find on account of (8.9) and (8.10) that

$$|A_n| \leq \sum_k^{(n)} |J_k| \leq n \cdot \sum_k^{(n)} [S(J_k) - q_k] \leq n \cdot \sum_k^{(n)} [S(J_k) - q_k] \leq n \varepsilon.$$

Now since $\varepsilon$ is an arbitrary positive number, it follows that $|A_n| = 0$ for any $n$, and therefore also that $|A| = 0$. Thus the inequality (8.8) holds almost everywhere, as well as the inequality (8.7), and this completes the proof of part (iii) of the theorem.

Finally, since $S(C; a, b) = S(b) - S(a)$, part (iv) reduces on account of (i) and (iii) to an immediate consequence of Theorem 7.4.

Theorem 8.4 (in particular its parts (iii) and (iv)) is due to L. Tonelli [1; 4]; cf. also F. Riesz [6; 7].

As regards part (ii) of the theorem, it may be observed that in the case in which the curve $C$ has no multiple points (i.e. when every point of the curve corresponds to a single value of the parameter) the inequality $A; B(C; E)$ can easily be shown to reduce to an equality.

As proved by T. Ważewski [1], any bounded continuum $P$ of finite length may be regarded as the set of the points of a curve $C$ on the interval $[0, 1]$, such that $S(C; 0, 1) = 1(P)$.

§ 9. De la Vallée Poussin's theorem. With the help of the results established in the preceding § we can complete further, for continuous functions of bounded variation of a real variable, the decomposition formula of Lebesgue.

We shall begin with the following theorem, which itself completes, in part at any rate, the second half of Lebesgue's Theorem 5.4.

(9.1) **Theorem.** If $F(x)$ is a function of bounded variation and $W(x)$ denotes its absolute variation, then for the set $N$ of the points at which the function $F(x)$ is continuous but has no derivative finite or infinite, we have

$$|F^*(N)| = W^*(N) = |N| = 0 \quad \text{and} \quad \Lambda (B(F; N)) = 0.$$

**Proof.** Consider the curve $C: x = x$, $y = F(x)$. Let $S(x)$ be the length of this curve and let $E$ be the set of the values assumed by the function $S(x)$. For any $s \in E$, denote by $X(s)$ the value of $x$ for which $S(x) = s$ and write $Y(s) = F(X(s))$. Since (cf. Theorem 8.2) $|X(s_2) - X(s_1)| \leq |s_2 - s_1|$ and $|Y(s_2) - Y(s_1)| \leq |s_2 - s_1|$ for any pair of points $s_1$, $s_2$ of $E$, the functions $X(s)$ and $Y(s)$ are continuous...
on the set $E$, and moreover may be continued on to the closure $\overline{E}$ of this set by continuity. If now $[a, b]$ is an interval contiguous to $\overline{E}$, the function $X(s)$ assumes equal values at the ends of this interval, and the point $x = X(a) = X(b)$ is a point of discontinuity of the function $F(x)$. We shall complete further the definition of the functions $X(s)$ and $Y(s)$ on the whole straight line $R$, so as to make the former constant and the second linear, on each interval contiguous to $\overline{E}$.

This being so, consider the curve $C_1$ given by the equations $x = X(s), y = Y(s)$. We verify easily that the parameter $s$ of this curve is its length. (Actually we see easily that the graph of the curve $C_1$ is derived from that of the curve $C$ by adding to the latter at most an enumerable infinity of segments situated on the lines $x = c_i$ where $c_i$ are the points of discontinuity of the function $F$.) By Theorem 8.4 (iii), we therefore have $[X'(s)]^2 + [Y'(s)]^2 = 1$ for almost all $s$, and therefore the set $H$ of the points $s$ for which either one of the derivatives $X'(s)$ and $Y'(s)$ does not exist, or both exist and vanish, is of measure zero.

Now we see at once that if $s \in E - H$, then at the point $x = X(s)$, the derivative $F'(x)$ exists (with the value $Y'(s)/X'(s)$ if $X'(s) \neq 0$, or with the value $\pm \infty$ if $X'(s) = 0$ and $Y'(s) \geq 0$). Therefore $N \subset X[E - H]$, or what amounts to the same, $S[N] \subset E - H$, and hence $S[N] \subseteq |H| = 0$.

From this we derive at once with the help of Theorem 8.4 (ii) the relation (9.3), since $B(F; N) = B(C; N)$. Finally, the function $S(x)$ is continuous (cf. Theorem 8.4 (i)) at any point at which the function $F(x)$ is continuous, and so at any point of the set $N$, and therefore it follows from Theorem 13.3, Chap. III, and from Theorem 8.2, that $|F^*(N)| \leq W^*(N) \leq S^*(N) = |S[N]| = 0$; this completes the proof.

(9.4) Lemma. If $F(x)$ is a function of bounded variation, then

(i) $F^*(A) \geq k \cdot |A|$ for any bounded set $A$ and any finite number $k$ whenever the inequality $F'(x) \geq k$ holds at every point $x$ of $A$ (and the assertion obtained by changing the direction of both inequalities is then evidently also true),

(ii) $F^*(B) = 0$ for any bounded set $B$ of measure zero throughout which the derivative $F'(x)$ exists and is finite.
Proof. re (i). Let \( \varepsilon \) be any positive number. Denote, for any positive integer \( n \), by \( A^{(n)} \) the set of the points \( x \in A \) such that \( F(I) \geq (k-\varepsilon) \cdot |I| \) holds whenever \( I \) is an interval containing \( x \) and of diameter less than \( 1/n \). Clearly \( A = \lim_{n \to \infty} A^{(n)} \).

Keeping the index \( n \) fixed for the moment, let us denote by \( G^{(n)} \) a bounded open set containing \( A^{(n)} \), such that (cf. Theorem 6.9, Chap. III)

\[
|F^*(X) - F^*(A^{(n)})| < \varepsilon \quad \text{whenever} \quad A^{(n)} \subset X \subset G^{(n)},
\]

and let us represent \( G^{(n)} \) as the sum of a sequence \( \{I^{(n)}_p\}_{p=1}^{\infty} \) of non-overlapping intervals. We may clearly suppose that all the intervals \( I^{(n)}_p \) are of diameter less than \( 1/n \) and that their extremities are not points of discontinuity of \( F(x) \). So that if \( \sum_p^{(n)} \) stands for summation over the indices \( p \) for which \( I^{(n)}_p \cdot A^{(n)} = 0 \), and \( X^{(n)} \) denotes the sum of the intervals \( I^{(n)}_p \) corresponding to these indices, we find

\[
F^*(X^{(n)}) = \sum_p^{(n)} F(I^{(n)}_p) \geq (k-\varepsilon) \cdot \sum_p^{(n)} |I^{(n)}_p| \geq (k-\varepsilon) \cdot |A^{(n)}|,
\]

and hence on account of (9.5), \( F^*(A^{(n)}) \geq (k-\varepsilon) \cdot |A^{(n)}| - \varepsilon \). Making \( \varepsilon \to 0 \) and \( n \to \infty \), we obtain in the limit \( F^*(A) \geq k \cdot |A| \).

re (ii). Let \( B^{(n)} \) denote the set of the points \( x \in B \) for which \( F'(x) \geq -n \). By (i) we have \( F^*(B^{(n)}) \geq -n \cdot |B^{(n)}| = 0 \) for any positive integer \( n \), and so \( F^*(B) \geq 0 \). By symmetry we must have also \( F^*(B) \leq 0 \), and therefore \( F^*(B) = 0 \).

(9.6) \textit{De la Vallée Poussin's Decomposition Theorem.} If \( F(x) \) is a function of bounded variation with \( W(x) \) for its absolute variation, and if \( E_{+\infty} \) and \( E_{-\infty} \) denote the sets in which \( F(x) \) has a derivative equal to \(+\infty\) and \(-\infty\) respectively, then

(i) for any bounded set \( X \) measurable (\( B \)) at each point of which the function \( F(x) \) is continuous, we have the relations:

\[
F^*(X) = F^*(X \cdot E_{+\infty}) + F^*(X \cdot E_{-\infty}) + \int_X F'(x) \, dx,
\]

\[
W^*(X) = F^*(X \cdot E_{+\infty}) + |F^*(X \cdot E_{-\infty})| + \int_X |F'(x)| \, dx;
\]

(ii) the two derivatives \( F'(x) \) and \( W'(x) \) exist and fulfil the relation \( W'(x) = |F'(x)| \) at any point \( x \) of continuity of \( F \), except at most at the points of a set \( N \) such that \( W^*(N) = |N| = 0 \) \((i.e.\ a\ set\ which\ is\ at\ the\ same\ time\ of\ measure\ (L)\ zero\ and\ of\ measure\ (W)\ zero)\).
Proof. re (i). On account of Theorem 7.3 there exists a set \( A \) of measure zero such that for any set \( X \) bounded and measurable (\( \mathcal{B} \))

\[
F^*(X) = F^*(X \cdot A) + \int_X F'(x) \, dx.
\]

Supposing further that the function \( F \) is continuous at every point of \( X \), we may assume, in virtue of Theorem 9.1, that the function \( F(x) \) has everywhere in \( A \), a derivative, finite or infinite. Moreover since by Lemma 9.4 (ii) the function \( F^*(X) \) vanishes for any bounded subset of \( A - (E_+ \cup E_-) \), we may assume that \( A \supseteq E_+ \cup E_- \). Finally, we obtain directly from (9.9) that \( F^*(X) \) vanishes when \( X \subseteq CA \) and \( |X| = 0 \). We may therefore choose simply \( A = E_+ \cup E_- \) and formula (9.9) becomes (9.7).

Formula (9.8) is, by Theorem 13.2, Chap. III, an immediate consequence of (9.7), since Lemma 9.4 (i) shows that \( F^*(X \cdot E_+) \geq 0 \) and \( F^*(X \cdot E_-) \leq 0 \) for every set \( X \) bounded and measurable (\( \mathcal{B} \)).

re (ii). Let \( N \) be the set of the points \( x \) at which the function \( F(x) \) is continuous and either one at least of the derivatives \( F'(x) \) and \( W'(x) \) does not exist, or both exist but do not satisfy the relation \( W'(x) = |F'(x)| \). We then have \( N \cdot E_+ = N \cdot E_- = 0 \), since evidently \( W'(x) = +\infty = |F'(x)| \) at any point where \( F'(x) = \pm \infty \). Therefore, since the set \( N \) is further, by Theorem 7.9, of measure (L) zero, it follows from formula (9.8) that \( W^*(N) = 0 \) and this completes the proof.

Let us mention an immediate consequence of Theorem 9.6. In order that a continuous function of bounded variation \( F(x) \) be absolutely continuous, it is necessary and sufficient that the function of a set \( F^*(X) \) should vanish identically on the set of the points at which \( F(x) \) has an infinite derivative. In particular therefore, any continuous function of bounded variation which is not absolutely continuous has an infinite derivative on a non-enumerable set.

Let us remark further that the theorems of this § cannot be extended directly to additive functions of an interval in the plane. Thus if \( F(I) \) denotes the continuous singular function of an interval in \( R \), which for any interval \( I \) equals the length of the segment of the line \( x = y \) contained in \( I \), we have \( F'(x) = 0 \) for every point \( x \), so that \( F'(x) = \infty \) does not hold at any point.

§ 10. Points of density for a set. Given a set \( E \) in a space \( R_m \), the strong upper and lower derivates of the measure-function of \( E \) (cf. § 6, p. 117) at a point \( x \) will be called respectively the outer upper and outer lower density of \( E \) at \( x \). The points at which these two densities are equal to 1 are termed points of outer density, and the points at which they are equal to 0, points of dispersion, for the set \( E \).
If the set $E$ is measurable we suppress the word "outer" in these expressions. We see further, that if the set $E$ is measurable, any point of density for $E$ is a point of dispersion for $CE$, and vice-versa.

We shall show in this § (cf. below Theorem 10.2) that almost all points of any set $E$ are points of outer density for $E$, or what amounts to the same that

(10.1) For almost all points $x$ of $E$, if $\{I_n\}$ is any sequence of intervals tending to $x$ (in the sense of § 2, p. 106), we have $|E \cdot I_n|/|I_n| \to 1$.

This proposition presents an obvious analogy to Theorem 6.1 and it is in the form (6.1) that the "density theorem" is often stated and proved either with the help of Vitali's Covering Theorem or by more or less equivalent means (vide, for instance, E. W. Hobson [1], Ch. J. de la Vallée Poussin [I, p. 71] and W. Sierpiński [10]). Theorem 10.2 will be however, so to speak, independent of Vitali's theorem, because the sequences of intervals occurring in (10.1) are not supposed regular.

Also, Theorem 10.2 will be more precise than Theorem 6.1, because at any point $x$ of outer density for a set $E$ we have a fortiori $DL_E(x) = 1$, and indeed, at any $x$ the relations $L_E^l(x) = 1$ and $DL_E(x) = 1$ are equivalent. To see this it is enough to show that the former of these relations implies the latter, the converse being obvious from Theorem 2.1. We may assume moreover, on account of Theorem 6.7, Chap. III, that the set $E$ is measurable.

Let therefore $x_0$ be a point such that $L_E^l(x_0) = 1$ and let $\{X_n\}$ be a regular sequence of measurable sets tending to $x_0$. Then there exists a sequence $\{J_n\}$ of cubes such that $X_n \subseteq J_n$ and $|X_n|/|J_n| > \alpha$, where $n = 1, 2, \ldots$ and $\alpha$ is a fixed positive number. Since by hypothesis, $|E \cdot J_n|/|J_n| \to 1$, and so $|CE \cdot J_n|/|J_n| \to 0$, it follows that $|CE \cdot X_n|/|X_n| \to 0$, or what amounts to the same that $|E \cdot X_n|/|X_n| \to 1$. Therefore $DL_E(x_0) = 1$.

It is, of course, only for spaces $R^m$ of dimension number $m \geq 2$ that Theorem 10.2 will differ from Theorem 6.1. The two statements are equivalent for $R^1$.

For the various proofs of Theorem 10.2 vide F. Riesz [8] and H. Busemann and W. Feller [1]. In the second of these memoirs will be found a general discussion of the different forms of "density theorems".

It is of interest to observe that the proposition (10.1) ceases to be true even for closed sets $E$, if the intervals $I_n$ are replaced by arbitrary rectangles with sides not necessarily parallel to the axes of coordinates. This remarkable fact has been established by O. Nikodym and A. Zygmund (vide O. Nikodym [1, p. 167]) and by H. Busemann and W. Feller [1, p. 243].

(10.2) Density Theorem. Almost all the points of an arbitrary set $E$ are points of outer density for $E$; and if further the set $E$ is measurable, almost all the points of $CE$ are points of dispersion for $E$.

Proof. For simplicity of notation, we shall state the proof for sets which lie in the plane; the corresponding statement in any space $R^m$ is however essentially the same (except that in $R^1$, as already remarked, the theorem reduces to Theorem 6.1).
CHAPTER IV. Derivation of additive functions.

By Theorem 6.7, Chap. III, any set can be enclosed in a measurable set having the same measure-function. On the other hand any measurable set is the sum of a set of zero measure and of a sequence of bounded closed sets. We may therefore suppose that the set considered is bounded and closed.

Let $\varepsilon$ be any positive number. We shall begin by defining a positive number $\sigma$ and a closed subset $A$ of $E$ such that $|E - A| < \varepsilon$ and that, for any point $(\xi, \eta)$ in the plane,

$$\left\lfloor E[(x, \eta) \in E; a \leqslant x \leqslant b] \geqslant (1 - \varepsilon)(b - a) \right\rfloor$$

whenever $(\xi, \eta) \in A$, $a \leqslant \xi \leqslant b$ and $b - a < \sigma$.

To do this, let us write for brevity, when $Q$ is any set in the plane, $Q^{[n]} = E[(x, \eta) \in Q]$, and let us denote, for any positive integer $n$, by $A_n$ the set of the points $(\xi, \eta)$ of $E$ such that $|E^{[\eta]}.I| \geqslant (1 - \varepsilon).|I|$ whenever $I$ is a linear interval containing $\xi$ and of diameter less than $1/n$. The sequence $\{A_n\}$ is evidently ascending. Let us write

$$(10.3) \quad N = E \lim_{n} A_n.$$

For any $\eta$, if $\xi$ is a point of the set $N^{[\eta]}$, there will then exist, for each positive integer $n$, a linear interval $I$ such that $\xi \in I$, $\delta(I) < 1/n$ and $|N^{[\eta]}.I| \leqslant |E^{[\eta]}.I| < (1 - \varepsilon).|I|$. Therefore the lower derivate of the measure-function for the linear set $N^{[\eta]}$ cannot exceed $1 - \varepsilon$ at any point of this set, whence by Theorem 6.1,

$$(10.4) \quad |N^{[\eta]}| = |E[(x, \eta) \in N]| = 0 \quad \text{for every real number } \eta.$$

Let us now remark that the sets $A_n$ are closed. For, keeping for a moment an index $n$ fixed, let $(\xi_0, \eta_0)$ be the limit of a sequence $((\xi_k, \eta_k))_{k=1,2,...}$ of points of $A_n$. Let $I_0$ be a linear interval such that $\xi_0 \in I_0$ and $\delta(I_0) < 1/n$, and let $I$ be any linear interval containing $I_0$ in its interior, whose diameter is less than $1/n$. Then for any sufficiently large $k$, $\xi_k \in I$ and therefore $|E^{[\eta_k]}.I| \geqslant (1 - \varepsilon).|I|$. On the other hand, the set $E$ being closed, we easily see that $E^{[\eta_0]} \supset \limsup_k E^{[\eta_k]}$, so that $|E^{[\eta_0]}.I| \supset \limsup_k |E^{[\eta_k]}.I| \geqslant (1 - \varepsilon).|I|$, and therefore also $|E^{[\eta_0]}| \geqslant (1 - \varepsilon).|I_0|$. Hence $(\xi_0, \eta_0) \in A_n$, i.e. each set $A_n$ is closed.

It follows, according to (10.3), that the set $N$ is measurable.
Therefore, applying Fubini's theorem in the form (8.6), Chap. III, we conclude, on account of (10.4), that the plane set \( N \) is of measure zero. Consequently \( |E - A| < \varepsilon \) for a sufficiently large index \( n_0 \), and writing \( \sigma = 1/n_0 \) and \( A = A_{n_0} \) we find that the inequality \( |E - A| < \varepsilon \) and condition (i) are both satisfied.

In exactly the same way, but replacing the set \( E \) by \( A \) and interchanging the role of the coordinates \( x \) and \( y \), we determine now a positive number \( \sigma_1 < \sigma \) and a closed subset \( B \) of \( A \) such that \( |A - B| < \varepsilon \) and that, for any point \((\xi, \eta)\) in the plane

\[
E[(\xi, y) \in A; a < y < b] \geq (1 - \varepsilon) (b - a)
\]

(ii)

whenever \((\xi, \eta) \in B, a < \eta < b \) and \( b - a < \sigma_1 \).

This being so, let \((\xi_0, \eta_0)\) be any point of \( B \). Let \( J = [\alpha_1, \beta_1; \alpha_2, \beta_2] \) denote any interval such that \((\xi_0, \eta_0) \in J \) and \( \delta(J) < \sigma_1 < \sigma \). By Fubini's theorem (in the form (8.6), Chap. III) we have

\[
|E \cdot J| = \int_{\alpha_2}^{\beta_2} \int_{\alpha_1}^{\beta_1} |E[(x, y) \in E; \alpha_1 < x < \beta_1]| \, dy.
\]

\((10.5)\)

Since \((\xi_0, \eta_0) \in B \) and \( \alpha_1 < \eta_0 < \beta_1 \), it follows from (ii) that the set of the \( y \) such that \((\xi_0, y) \in A \) and \( \alpha_1 < y < \beta_1 \) is of measure at least equal to \((1 - \varepsilon) (\beta_2 - \alpha_2) \). On the other hand, since \( \alpha_2 < \xi_0 < \beta_2 \), it follows from (i) that \( |E[(x, y) \in E; \alpha_1 < x < \beta_1]| \geq (1 - \varepsilon) (\beta_1 - \alpha_1) \) whenever \((\xi_0, y) \in A \). Hence, formula \((10.5)\) gives

\[
|E \cdot J| \\geq (1 - \varepsilon)^2 (\beta_1 - \alpha_1) (\beta_2 - \alpha_2) = (1 - \varepsilon)^2 |J|,
\]

i.e. the lower density of \( E \) is at least equal to \((1 - \varepsilon)^2 \) at any point \((\xi_0, \eta_0)\) of \( B \). Therefore, since \( |E - B| < |E - A| + |A - B| < 2\varepsilon \) and since \( \varepsilon \) is an arbitrary positive number, the lower density of \( E \) is exactly equal to 1 at almost all the points of the set \( E \), i.e. almost all points of this set are points of density for it.

The second part of the theorem is an immediate consequence of the first part. In fact, if the set \( E \) is measurable, so is the set \( CE \), and almost all points of \( CE \), since they are points of density for \( CE \), are points of dispersion for \( E \).

In connection with the definition of points of density, Denjoy introduced the important notion of approximate continuity of a function. We call a function of a point \( f(x) \) (in any space \( R_m \)),
approximately continuous at a point \( x_0 \), if \( f(x_0) = \infty \) and \( f(x) \to f(x_0) \) as \( x \) tends to \( x_0 \) on a measurable set \( E \) for which \( x_0 \) is a point of density.

(10.6) **Theorem.** If \( f \) is a measurable function almost everywhere finite on a set \( E \), then the function \( f \) is approximately continuous at almost all points of \( E \).

**Proof.** On account of Lusin’s theorem (Chap. III, § 7), given any \( \varepsilon > 0 \), we can represent the set \( E \) as the sum of a closed set \( F \) on which the function \( f \) is continuous and of a set of measure less than \( \varepsilon \). The function \( f \) is clearly approximately continuous at any point of density for the set \( F \), and so, by Theorem 10.2, at almost all points of \( F \). This implies, as \( \varepsilon \) is an arbitrary positive number, that the function \( f \) is approximately continuous at almost all points of the set \( E \) itself.

Theorem 10.6 is due to A. Denjoy [5] (cf. also W. Sierpiński [6; 9]). It is easy to see that the converse holds also, i.e. that every function which is approximately continuous at almost all the points of a measurable set \( E \) is measurable on \( E \) (vide W. Stepanoff [2] and E. Kamke [1]).

Let us mention also the following theorem, an almost immediate consequence of Theorem 10.6, which completes, in part, Theorem 2.2 on derivation of an indefinite integral:

(10.7) **Theorem.** If \( \Phi \) is the indefinite integral of a bounded measurable function \( f \), then \( \Phi(x) = f(x) \) at almost all points \( x \), and in fact, at any point \( x \) at which the function \( f \) is approximately continuous.

**Proof.** Let \( x_0 \) be a point at which the function \( f \) is approximately continuous and let \( E \) be a measurable set for which \( x_0 \) is a point of density, while \( f(x) \to f(x_0) \) as \( x \) tends to \( x_0 \) on the set \( E \). We may suppose (by subtracting, if necessary, a constant from \( f(x) \)) that \( f(x_0) = 0 \). Therefore, given any positive number \( \varepsilon \), we have for any interval \( I \) of sufficiently small diameter containing \( x_0 \), (i) \( I \cdot CE \leq \varepsilon \cdot I \) and (ii) \( f(x) < \varepsilon \) for every \( x \in I \cdot E \). Denoting by \( M \) the upper bound of \( |f(x)| \), conditions (i) and (ii) imply \( |\Phi(I)| \leq |\Phi(I \cdot CE)| + |\Phi(I \cdot E)| \leq M \varepsilon \cdot |I| + \varepsilon \cdot |I| \leq \varepsilon \cdot (M + 1) \cdot |I| \), whence \( \Phi(x) = 0 = f(x_0) \).

If \( \Phi \) is the indefinite integral of a function \( f \) which is summable but unbounded, it may happen that the relation \( \Phi(x) = f(x) \) is not fulfilled at any point. In virtue of Theorem 6.3, this relation clearly holds at almost all points at
which the strong derivative \( \Phi(x) \) exists; but if the function \( f \) is unbounded, its indefinite integral \( \Phi \) may have no finite strong derivative at any point (cf. on this point Busemann and Feller [1, p. 256]; the result of Banach and Bohr mentioned above, p. 112, follows as a particular case).

Nevertheless, the result contained in Theorem 10.7 may be generalized considerably. In fact, according to a theorem of B. Jessen, J. Marcinkiewicz and A. Zygmund [1] (see below § 13) the indefinite integral of a function \( f \) in a space \( R_m \) is almost everywhere derivable in the strong sense whenever the function \( |f|/(\log^+|f|)^{m-1} \) is summable (in a less general form, for functions \( f \) of which the power \( p > 1 \) is summable, this theorem was established a little earlier by A. Zygmund [1]). On the other hand however, given an arbitrary function \( \sigma(t) \) positive for \( t > 0 \) and such that \( \liminf_{t \to +\infty} \sigma(t) = 0 \), there always exists a function \( f(x) \) in \( R_m \) such that the function \( \sigma(|f|)/|f|/(\log^+|f|)^{m-1} \) is summable and such that the indefinite integral of \( f \) is not derivable in the strong sense (has the strong upper derivate \( +\infty \)) at any point of \( R_m \).

*§ 11. Ward’s theorems on derivation of additive functions of an interval.* In the preceding §§ of this Chapter, we have treated the Lebesgue theory of derivation of additive functions of an interval of bounded variation. As regards functions of a real variable, this theory has been extended to arbitrary functions by Montel, Lusin and especially by Denjoy. Recently Denjoy’s theorems, which already belong to the classical results of the theory, have been generalized still further. On the one hand they have been given a geometrical form by which they become theorems on certain metrical properties of sets, and in this form an account will be given of them in Chapter IX. On the other hand, recent researches of Besicovitch and Ward have made it possible to extend an essential part of the Denjoy results, particularly the relations between the extreme bilateral derivates, to additive functions of an interval in a space \( R_m \) of any number of dimensions. These researches will form the subject of the present §.

It was A. S. Besicovitch [5] who started these researches, by establishing between the extreme strong and ordinary derivates of absolutely continuous functions of an interval, relations analogous to those proved by Denjoy for derivates of functions of a single variable. A. J. Ward [2; 5] has extended this result to quite arbitrary additive functions of an interval. Of the two theorems of Ward (vide, below, Theorems 11.15 and 11.21) one concerns only ordinary derivates, while the other applies also to strong derivates. It is the latter that generalizes the result of Besicovitch; this second theorem is one which can be proved fairly simply for functions of an interval in the plane; it is rather curious that it requires much more delicate methods in an arbitrary space \( R_m \).
We shall make use in this § of some auxiliary notations. If $F$ is an additive function of an interval and $\alpha \leq 1$ is a positive number, $\bar{F}_{(\alpha)}(x)$ and $\underline{F}_{(\alpha)}(x)$ will denote at any point $x$ the upper and lower limit of the ratio $F(I)/|I|$ where $I$ is any interval containing $x$, which is subject to the condition $r(I) \geq \alpha$, and which has diameter tending to zero. We see at once that at any point $x$, $\bar{F}_{(\alpha)}(x)$ and $\underline{F}_{(\alpha)}(x)$ tend to $\bar{F}(x)$ and $\underline{F}(x)$ respectively as $\alpha \to 0$.

We shall suppose fixed a Euclidean space $\mathbb{R}_m$, and in it we define a regular sequence of nets of cubes $\{Q_k\}_{k=1,2,\ldots}$, denoting by $\{Q_{\alpha}\}$ the family of all the cubes of the form

$$[p_1 2^{-k}, (p_1+1) 2^{-k}; \ p_2 2^{-k}, (p_2+1) 2^{-k}; \ldots; \ p_m 2^{-k}, (p_m+1) 2^{-k}]$$

where $p_1, p_2, \ldots, p_m$ are arbitrary integers.

**Lemma.** Given an additive function of an interval $G$, and positive numbers $\alpha \leq 2^{-m}$ and $\alpha$, suppose that the inequalities $0 < G_{(\alpha)}(x) < \alpha$ hold at every point $x$ of a set $E$ having positive outer measure; then there exists for each $\varepsilon > 0$, a cube $Q$ which belongs to one of the nets $Q_k$ and for which we have

$$(11.2) \quad \delta(Q) < \varepsilon, \quad |E \cdot Q| > (1-\varepsilon) \cdot |Q| \quad \text{and} \quad G(Q) < 8^m \cdot \alpha^{-m} \cdot \alpha \cdot |Q|.$$  

Proof. By replacing, if necessary, the set $E$ by a suitable subset of $E$ having positive outer measure, we may suppose that there exists a positive number $\sigma$ such that for every interval $I$,

$$(11.3) \quad G(I) > 0 \quad \text{whenever} \quad I \cdot E \neq 0, \quad r(I) \geq \alpha \quad \text{and} \quad \delta(I) < \sigma.$$  

We may further clearly assume that $\sigma$ is less than both $\varepsilon$ and $\alpha^m/8^m$.

This being so, let $x_0 \in E$ be a point of outer density for the set $E$ (cf. § 10). Since $G_{(\alpha)}(x_0) < \alpha$, we can determine an interval $J = [a_1, b_1; \ldots; a_m, b_m]$ containing $x_0$ and such that

$$(11.4) \quad \delta(J) < \sigma, \quad r(J) \geq \alpha, \quad |E \cdot J| > (1-\sigma^2) \cdot |J| \quad \text{and} \quad G(J) < \alpha \cdot |J|.$$  

It follows in particular that

$$(11.5) \quad |E \cdot I| > (1-\sigma) \cdot |I| \quad \text{for any interval} \quad I \subseteq J \quad \text{such that} \quad |I| > \sigma \cdot |J|.$$  

Let $l$ be the smallest of the edges of $J$. Since $r(J) \geq \alpha$, no edge of $J$ can exceed $l/\alpha$, and therefore we have $|J| \leq l^m/\alpha^m$. Finally let $k$ be the positive integer given by
Ward's theorems.

(11.6) \[ \frac{1}{2^k} < \frac{1}{4} \leq \frac{1}{2^{k-1}}, \]

and let \( Q = [a'_1, b'_1; \ldots; a'_m, b'_m] \) be a cube which belongs to the net \( Q_k \) and which contains the centre of the interval \( J \). By (11.6) we find that \( Q \subseteq J \) and that \( a'_i - a_i \geq \frac{l}{4} \), \( b_i - b'_i \geq \frac{l}{4} \) and \( b'_i - a'_i = \frac{1}{2^k} \geq \frac{l}{8} \). It follows easily that the figure \( J \supset Q \) can be subdivided into a finite number of non-overlapping intervals with no edge smaller than \( l/8 \).

Now any such interval can clearly be further subdivided into a finite number of non-overlapping subintervals whose edges all lie between \( l/8 \) and \( l/4 \). We thus obtain a subdivision of the figure \( J \supset Q \) into a finite number of non-overlapping intervals, whose parameters of regularity are greater than, or equal to, \( 2^{-m} \geq a \), and whose volumes are greater than, or equal to, \( 8^{-m} l^m \geq 8^{-m} a^m \cdot |J| > \sigma \cdot |J| \). It therefore follows from (11.5) and (11.3) that

(11.7) \[ G(J \supset Q) > 0. \]

Similarly, it follows from (11.6) that \( |Q| = 2^{-km} \geq 8^{-m} l^m \geq 8^{-m} a^m \cdot |J| > \sigma \cdot |J| \), whence by (11.5) we derive at once the second of the relations (11.2); at the same time, by the relations (11.7) and (11.4), \( G(Q) < G(J) < a \cdot |J| \leq 8^{-m} a^{-m} a \cdot |Q| \), and this gives the third of the relations (11.2) and completes the proof.

(11.8) Lemma.. Let \( G \) be an additive function of an interval in \( R_m \), \( E \) a set in \( R_m \), \( Q \) a cube belonging to one of the nets \( Q_k \), and \( a > 0 \), \( \varepsilon > 0 \) and \( b \) arbitrary fixed numbers. Suppose that

(i) \[ |E \cdot Q| > (1 - \varepsilon) \cdot |Q|, \]

(ii) \[ G(I) > 0 \text{ for every interval } I \text{ such that } I \subseteq Q, \ l \cdot E \neq 0 \text{ and } r(I) \geq 2^{-m}, \]

(iii) \[ G(a)(x) > b \text{ at any point } x \in E; \]

then \( G(Q) > 12^{-m} a^m b \cdot (1 - 2^{-m} \varepsilon) \cdot |Q| \).

Proof. We may clearly assume that the set \( E \) is contained in the interior of \( Q \) and that every point of the set is a point of density.

This being so, we shall begin by establishing the following result:

(11.9) Given any \( \eta > 0 \), we can associate with any point \( x \in E \) a cube \( P \), belonging to one of the nets \( Q_k \), and a cube \( J \supset P \), such that \( G(P) > a^m \cdot 12^{-m} b \cdot |P| \) and \( x \in J \), \( \delta(J) < \eta \) and \( |J| = 3^m \cdot |P| \).
CHAPTER IV. Derivation of additive functions.

For this purpose, let us associate with the point \( x \) an interval \( S \) such that \( x \in S \), \( \delta(S) = \frac{1}{4} \), \( r(S) \geq a \) and \( G(S) > b \cdot |S| \). Let \( h \) denote the largest edge of \( S \), and let \( k_1 \) be the positive integer satisfying the inequality \( 1/2^k > 2h \geq 1/2^{k_1} \). Let \( S_1 \) be a cube of the net \( \Omega_k \) having points in common with \( S \), and let \( J \) denote the cube formed by the \( 3^m \) cubes of the same net (including the cube \( S_1 \) itself) which have points in common with \( S_1 \).

The cube \( J \) clearly contains the interval \( S \), and since no edge of \( S \) can be less than \( ah \), we find that

\[
|J| = 3^m \cdot 2^{-mk_1} = 6^m \cdot 2^{-m(k_1+1)} \leq 12^m \cdot a^{-m} \cdot |S|.
\]

On the other hand, since \( 2^{-h} > h + 2^{-(k_1+1)} \) and \( a \cdot 2^{-(k_1+2)} \), the figure \( J \cap S \) can be subdivided into a finite number of non-overlapping intervals with edges greater than, or equal to, \( a \cdot 2^{-(k_1+2)} \), and therefore, as in the proof of Lemma 11.1, into a finite number of non-overlapping intervals whose edges have lengths between \( a \cdot 2^{-(k_1+2)} \) and \( a \cdot 2^{-(k_1+1)} \). Therefore, denoting by \( I \) any interval of this subdivision, we find \( r(I) = 2^{-m} \) and \( |I| = a^m \cdot 2^{-m(k_1+2)} = 12^{-m} \cdot a^m \cdot |J| \). Consequently, by supposing the interval \( S \), and a fortiori the cube \( J \), sufficiently small, we may assume that \( \delta(J) < \eta \) and that each of the intervals of the subdivision in question contains points of \( E \). It follows, by condition (ii) of our lemma, that \( G(J \cap S) > 0 \), and so, by (11.10), that \( G(J) > G(S) > b \cdot |S| \geq 12^{-m} \cdot a^m \cdot b \cdot |J| \). Thus among the \( 3^m \) cubes of the net \( \Omega_k \), which make up the cube \( J \), there is at least, \( P \) say, such that \( G(P) > 12^{-m} \cdot a^m \cdot b \cdot |P| \), and the cubes \( P \) and \( J \cap P \), thus defined, clearly satisfy the conditions (a) and (b) of (11.9).

It now follows, on account of (11.9) and condition (i) of the lemma, that (with the help of Vitali’s theorem in the form (3.8)) we can determine in \( Q \) a finite system of non-overlapping intervals \( P_1, P_2, ..., P_n \) belonging to the nets \( \Omega_k \), such that:

\[
(11.11) \ G(P_i) > 12^{-m} \cdot a^m \cdot b \cdot |P_i| \quad \text{and} \quad P_i \cdot E = 0 \ \text{for} \ i=1,2,...,n,
\]

\[
(11.12) \ \sum_{i=1}^{n} |P_i| > (1 - \epsilon) \cdot |Q|.
\]

Among the cubes of the nets \( \Omega_k \), we shall consider specially two classes of cubes. A cube of a net \( \Omega_k \) contained in \( Q \) will be said to be of the first class if it is one of the cubes \( P_1, P_2, ..., P_n \); and of the second class if it contains points of \( E \) and if further
among the $2^m$ cubes $(Q_{k+1})$ composing it, there exists at least one which does not overlap with any cube $P_i$. Since the number of cubes $P_i$ is finite, there exists a net $Q_K$ such that no cube of this net contains cubes of the first class. Let $\mathfrak{A}$ be the set of all the cubes of the first or second class contained in $Q$ and belonging to the nets $Q_k$ for $k \leq K$.

The set of these cubes covers the whole cube $Q$. For if not, there would certainly exist in the net $Q_K$ a cube $I_0 \subset Q$ not contained in any cube ($\mathfrak{A}$). Now, since $I_0$ contains no cube of the first class, $I_0$ would not contain any point of the set $E$; and since, by hypothesis, $I_0$ is not contained in any cube of the first or second class, we could, starting with $I_0$, form in $Q$ a finite ascending sequence of cubes without points in common with $E$ and which belong respectively to the nets $Q_K, Q_{K-1}, ..., Q_{k_0}$, where $Q_{k_0}$ is the net containing the cube $Q$. But the last term of this sequence of cubes is evidently the cube $Q$ itself, and we arrive at a contradiction since $E \subset Q$.

Let us now remark that since all the cubes ($\mathfrak{A}$) belong to the nets of the regular sequence $\{Q_k\}$, it follows that, of any two overlapping cubes ($\mathfrak{A}$), one is always contained in the other. Hence, we can replace the system of cubes $\mathfrak{A}$ by another system $\mathfrak{A}_1 \subset \mathfrak{A}$ which also covers $Q$, and which, this time, consists of non-overlapping cubes. Let $A$ be the sum of the cubes ($\mathfrak{A}_1$) of the first class. On account of (11.11) we have

$$G(A) \geq 12^{-m} \cdot a^n \cdot b \cdot |A|.$$  

Moreover, since the figure $Q \ominus A$ is formed of a finite number of cubes of the second class which do not overlap, it follows from condition (ii) of the lemma that

$$G(Q \ominus A) \geq 0.$$  

Finally, in each cube $I$ of the second class, there is always a cube which is contained in $Q \ominus \sum_{i=1}^{n} P_i$ and whose volume is $2^{-m} \cdot |I|$. It therefore follows from (11.12) that $|Q \ominus A| < 2^{-m} \cdot |Q|$, and in virtue of (11.14) and (11.13) we find

$$G(Q) \geq G(A) \geq 12^{-m} \cdot a^n \cdot b \cdot |A| > 12^{-m} \cdot a^n \cdot b \cdot (1 - 2^{-m}) \cdot |Q|,$$

which completes the proof.

(11.15) **Theorem.** Any additive function of an interval $F$ is derivable at almost all the points $x$ at which either $F(x) > -\infty$, or $\overline{F(x)} < +\infty$.  

$\square$
Proof. Consider the set of the points \( x \) at which \( F(x) > -\infty \) and suppose, if possible, that the set \( A \) of the points \( x \) at which \( \overline{F}(x) > -\infty \) is of positive measure. We could then determine a number \( a > 0 \), and a set \( B \subseteq A \) of positive outer measure, such that \( \overline{F}(a)(x) \not= -\infty \) and \( \overline{F}(a)(x) - \overline{F}(a)(x) > a \) at every point \( x \) of \( B \). We may clearly assume that \( a \leq 2^{-m} \).

Let \( \varepsilon \) be any positive number. Let us denote for any integer \( p \) by \( B_p \) the set of the points \( x \) of \( B \) at which \( \varepsilon < F(a)(x) < (p+1)\varepsilon \), and let \( p_0 \) be an integer such that \( |B_{p_0}| > 0 \). We can determine a number \( \sigma > 0 \) and a set \( E \subseteq B_{p_0} \), whose measure is not zero, so as to have \( F(I) > p_0 \varepsilon \cdot |I| \) whenever the interval \( I \) is subject to the conditions \( \delta(I) < \sigma \), \( r(I) \geq a \) and \( E \cdot I \neq 0 \).

Now write \( G(I) = F(I) - p_0 \varepsilon \cdot |I| \) (where \( I \) denotes any interval). Thus defined, the function \( G \) clearly fulfils the conditions:

1. \( 0 < G(x)(x) < 2\varepsilon \) and \( \overline{G}(x)(x) > a \) at any point \( x \in E \),
2. \( G(I) > 0 \) for any interval \( I \) such that \( \delta(I) < \sigma \), \( r(I) \geq a \) and \( E \cdot I \neq 0 \).

By Lemma 11.1 we can therefore determine a cube \( Q \), belonging to one of the nets \( Q_k \), so as to have \( \delta(Q) < \sigma \), \( |E \cdot Q| > (1 - \varepsilon) \cdot |Q| \) and \( G(Q) \leq 8^m a^{-m} \cdot 2\varepsilon \cdot |Q| \). From the first two of these relations and from conditions 1 and 2, it follows, on account of Lemma 11.8, that \( G(Q) > 12^{-m} a^{m+1} \cdot (1 - 2^{-m} \varepsilon) \cdot |Q| \). Thus \( 12^{-m} a^{m+1} \cdot (1 - 2^{-m} \varepsilon) \leq 8^m a^{-m} \cdot 2\varepsilon \) for every \( \varepsilon > 0 \), and this is clearly impossible. We arrive at a contradiction and this shows that \( |A| = 0 \), i.e. that \( \overline{F}(x) = \overline{F}(x) \) for almost all \( x \) for which \( \overline{F}(x) > -\infty \).

It remains to be shown that the set of the points \( x \) at which the derivative \( F'(x) \) is infinite, is of measure zero. Suppose then, if possible, that \( F'(x) = +\infty \) at each point \( x \) of a set \( M \) of positive measure. We may clearly assume that there exists a number \( \eta > 0 \) such that \( F(I) > 0 \) whenever \( I \) is an interval containing points of \( M \) and subject to the conditions \( \delta(I) < \eta \) and \( r(I) \geq 2^{-m} \). Therefore, denoting by \( R \) any cube which belongs to one of the nets \( Q_k \) and which satisfies the relations \( |M \cdot R| > (1 - 2^{-(m+1)}) \cdot |R| \) and \( \delta(R) < \eta \), we find easily from Lemma 11.8 that \( F(R) > 2^{-1} \cdot 12^{-m} \cdot b \cdot |R| \) for every finite number \( b \). We thus again arrive at a contradiction and this completes the proof.
It should be remarked that for the validity of Lemma 11.1 it is enough to suppose merely that \( a < 1 \) (instead of \( a \leq 2^{-m} \)). Similarly in condition (ii) of Lemma 11.8, the inequality \( r(I) \geq 2^{-m} \) may be replaced by \( r(I) \geq a \). The proofs of the lemmas remain essentially the same; we need only observe that if \( I \) is an interval whose parameter of regularity is greater than, or equal to \( 2^{-m} \), and if \( a < 1 \) is a positive number, the interval \( I \) can always be subdivided into a finite number of non-overlapping subintervals \( I_j \), where \( j = 1, 2, ..., \) such that \( r(I_j) \geq a \) and \( |I_j| \geq k_a |I| \), where \( k_a \) is a constant depending only on \( a \).

We can now easily see that Theorem 11.15 may be stated in a slightly more general form as follows: any additive function of an interval \( F \) is derivable at almost all the points \( x \) at which either \( F'_a(x) > -\infty \) or \( F''_a(x) > +\infty \), where \( a \) is any positive number less than \( 1 \). The question whether the condition \( a < 1 \) is necessary here, does not seem to have been solved yet completely. It may however easily be proved (by the method of nets used in the proof of Lemma 11.8) that for any additive function \( F \), the set of the points \( x \) for which either \( F'_1(x) = -\infty \) or \( F''_1(x) = +\infty \) is of measure zero. For a discussion of these questions, vide the memoir of A. J. Ward [5].

We shall now proceed to prove the second theorem of Ward, in which the ordinary extreme derivates \( F(x) \) and \( F(x) \) of Theorem 11.15 are replaced by the strong derivates \( F_a(x) \) and \( F_a(x) \). It should be remarked however, that we cannot at the same time replace, in the assertion of Theorem 11.15, derivability in the ordinary sense by derivability in the strong sense: in fact, in general, a non-negative function, even when it is absolutely continuous, may yet have a strong upper derivate which is everywhere infinite (see p. 133 above).

We shall begin by proving the following lemma which is similar to Lemma 11.1.

(11.16) Lemma. If \( G \) is an additive function of an interval in \( R_m \) and if for some fixed number \( a \) we have \( 0 < G_s(x) < a \) at every point of a set \( E \) of positive outer measure, then given any \( \epsilon > 0 \) there exists an interval \( Q \) such that

\[
(11.17) \quad \delta(Q) < \epsilon, \quad r(Q) > 2^{-m}, \quad E \cdot Q \neq 0 \quad \text{and} \quad G(Q) < 3^m \cdot a \cdot |Q|.
\]

Proof. Let us write for brevity \( \gamma = 1/3^m \). We may suppose (by replacing, if necessary, the set \( E \) by a subset of positive outer measure) that \( G(I) > 0 \) for every interval \( I \) containing points of \( E \), which has diameter less than a positive number \( \sigma < \epsilon \). Let \( x_0 \in E \) be a point of outer density for \( E \) and let \( J = [a_1, b_1; a_2, b_2; ...; a_m, b_m] \) be an interval containing \( x_0 \) such that
\( \delta(J) < \sigma, \quad |E \cdot J| > (1 - \gamma) \cdot |J| \) and \( G(J) < a \cdot |J| \).

Let us denote by \( l \) the smallest edge of \( J \) and by \( n_1 \) the positive integer satisfying the inequality

\[ n_1 l \leq b_1 - a_1 < (n_1 + 1) l. \]

Writing \( d_i = (b_i - a_i)/n_1 \), let us subdivide the interval \( J \) into \( n_1 \) equal non-overlapping subintervals

\[ J_i = [a_1 + (i - 1) d_1, \ a_1 + i d_1; \ a_2, b_2; \ldots; \ a_m, b_m] \]

where \( i = 1, 2, \ldots, n_1 \). We shall call an interval \( J_i \) of the first kind if \( |E \cdot J_i| > (1 - 3 \gamma) \cdot |J_i| \), and of the second kind in the opposite case. Denoting by \( \sum' \) a summation over the indices \( i \) corresponding to intervals of the second kind, we see easily, on account of the second of the relations (11.18), that

\[ \sum' 3 \gamma \cdot |J_i| < \gamma \cdot |J| = \sum_{i=1}^{n_1} \gamma \cdot |J_i|. \]

Hence, if \( p \) and \( q \) are the number of intervals \( J_i \) of the first and second kind respectively, we find \( 3q < n_1 = p + q \). Now let us subdivide the interval \( J \) into a finite number of non-overlapping subintervals, in such a manner that each of these is the sum of a certain number of intervals \( J_i \) among which exactly one is of the first kind. Since \( 2q < p \), the intervals of this subdivision include some which coincide with certain intervals \( J_i \) of the first kind, and their number is at least equal to \( p - q > n_1/3 \). Thus if we denote their sum by \( A \), we find

\[ |A| > |J|/3. \]

On the other hand, the figure \( J \ominus A \) consists of a finite number of non-overlapping intervals each of which contains an interval \( J_i \) of the first kind, and therefore points of \( E \). Consequently, \( G(J \ominus A) > 0 \), and, on account of (11.18) and (11.20)

\[ G(A) < G(J) < a \cdot |J| < 3a \cdot |A|. \]

It follows that among the intervals \( J_i \) of the first kind of which the figure \( A \) is formed, there exists one at least, \( J_4 \), say, such that \( G(J_4) < 3a \cdot J_4 \).

Let us write, for brevity, \( a_0 = a_1 + (i_0 - 1) d_1 \), \( b_0 = a_1 + i_0 d_1 \) and \( J^{(1)} = J_4 = [a_0, b_0; a_2, b_2; \ldots; a_m, b_m] \). By the above, \( J^{(1)} \subseteq J \), \( G(J^{(1)}) < 3a \cdot |J^{(1)}| \) and, since \( J^{(1)} \) coincides with an interval \( J_i \) of the first kind, \( |E \cdot J^{(1)}| > (1 - 3 \gamma) \cdot |J^{(1)}| \); finally by (11.19), \( l \leq b_1 - a_1 < (n_1 + 1) l \).
If we now operate on $J^{(1)}$ just as we formerly did on $J$ (except that we replace $\gamma$ by $3\gamma$, $a$ by $3a$ and the linear interval $[a_1, b_1]$ by $[a_2, b_2]$), we obtain an interval $J^{(2)}=[a_1^0, b_1^0; a_2^0, b_2^0; a_3^0, b_3^0; \ldots; a_m^0, b_m^0] \subset J^{(1)}$ such that $G(J^{(2)}) < 3^2 \cdot a \cdot |J^{(2)}|$, $|E \cdot J^{(2)}| > (1 - 3^{2}\gamma) \cdot |J^{(2)}|$ and $l \leq b_j^0 - a_j^0 \leq 2l$ for $j=1, 2$.

Proceeding in this way $m$ times, we obtain after $m$ operations an interval $J^{(m)}=[a_1^0, b_1^0; a_2^0, b_2^0; \ldots; a_m^0, b_m^0] \subset J$ such that $G(J^{(m)}) < 3^m m \cdot |J^{(m)}|$, $|E \cdot J^{(m)}| > (1 - 3^m \gamma) \cdot |J^{(m)}|$ and $l \leq b_j^0 - a_j^0 \leq 2l$ for $j=1, 2, \ldots, m$. It follows that $r(J^{(m)}) \geq 2^{-m}$, and if we write $Q=J^{(m)}$ and substitute $\gamma=3^{-m}$, we find at once that the interval $Q$ fulfils the conditions (11.17).

(11.21) **Theorem.** If $F$ is an additive function of an interval, we have $F'(x)=\overline{F}_s(x) \mp \infty$ $[F'(x)=\overline{F}_s(x) \mp \infty]$ at almost all the points at which $\overline{F}_s(x) \geq -\infty$ [$\overline{F}_s(x) < + \infty$].

Thus, in particular, the function $F$ is derivable in the strong sense at almost all the points at which both the extreme strong derivates $\overline{F}_s(x)$ and $\overline{F}_s(x)$ are finite.

**Proof.** Since $\overline{F}(x) \geq \overline{F}_s(x)$ holds for all $x$, the function $F$ is, by Theorem 11.15, derivable (in the ordinary sense) at almost all the points $x$ for which $\overline{F}_s(x) > -\infty$, and we have only to show further that at almost all these points $F'(x)=\overline{F}_s(x)$. Suppose therefore that the set of the points $x$ for which $F'(x) > \overline{F}_s(x) > -\infty$ is of positive measure. We could then determine a number $\alpha > 0$ and a set $B$ of positive measure such that $F'(x) > \overline{F}_s(x) > \alpha$ at every point $x \in B$.

For brevity, write $\epsilon=\alpha \cdot 3^{-(m+1)}$, and let $B_p$ denote the set of the points $x \in B$ for which $p \epsilon < \overline{F}_s(x) \leq (p+1) \epsilon$. Let $p_0$ be an integer such that $|B_{p_0}| > 0$, and write $G(I) = F(I) - p_0 \epsilon \cdot |I|$ (where $I$ is any interval). Since $G'(x) > \overline{G}_s(x) + \alpha > \alpha$ at every point $x \in B_{p_0}$, we can determine a positive number $\sigma$ and a set $E \subset B_{p_0}$ of positive measure, such that $G(Q) > \alpha \cdot |Q|$ whenever $Q$ is an interval satisfying the conditions

\begin{equation}
\delta(Q) < \sigma, \quad r(Q) > 2^{-m} \quad \text{and} \quad E \cdot Q \not= 0.
\end{equation}

But since $0 < \overline{G}_s(x) < 2 \epsilon$ at every point $x \in E \subset B_{p_0}$, there exists by Lemma 11.16, an interval $Q$ subject to the conditions (11.22) and such that $G(Q) < 3^m \cdot 2 \epsilon \cdot |Q| < \alpha \cdot |Q|$. We thus arrive at a contradiction and this proves the theorem.
**§ 12. A theorem of Hardy-Littlewood.** The theorem of Jessen, Marcinkiewicz and Zygmund concerning strong derivation of indefinite integrals, which was mentioned in § 10, p. 133, is connected with an important inequality due to G. H. Hardy and J. E. Littlewood [2]. This inequality, which was established in connection with certain problems of the theory of trigonometrical series, thus obtains a new and interesting application.

We reproduce in this § the elegant proof given by F. Riesz [5] (cf. also A. Zygmund [I, pp. 241—245]) for this inequality. Although simpler than the other proofs, it requires nevertheless some rather delicate considerations. Certain parts of the argument have been touched up in accordance with suggestions communicated to the author by Zygmund.

The reasonings of this § concern functions of a real variable.

\[(12.1) \text{ F. Riesz's lemma. Let } F(x) \text{ be a continuous function on an interval } [a, b] \text{ and } k \text{ a finite number. Let } E \text{ be the set of the points } x, \text{ interior to the interval } [a, b], \text{ for each of which the inequality } F(x)-F(u)>k\cdot(x-u) \text{ is fulfilled by at least one point } u \text{ subject to } a<u<x. \]

Then the set } E \text{ is either empty, or else expressible as the sum of a sequence } \{(a_n, b_n)\} \text{ of open non-overlapping intervals such that } F(b_n)-F(a_n)\geq k\cdot(b_n-a_n).

**Proof.** By subtracting from } F(x) \text{ the linear function } kx, \text{ we may suppose that } k=0. \text{ Then } E \text{ is the set of all the points } x \text{ of the open interval } (a, b), \text{ for each of which there exists a point } u \text{ such that } F(u)<F(x) \text{ and } a<u<x. \text{ Since the function } F \text{ is continuous, the set } E \text{ is clearly open, — and, unless empty, it is therefore expressible as the sum of a sequence } \{(a_n, b_n)\} \text{ of non-overlapping open intervals. We have to prove } F(a_n)\leq F(b_n) \text{ for each } n.

To see this, let us fix an index } n \text{ and suppose that } F(a_n)>F(b_n). \text{ Let } h \text{ be any number such that}

\[(12.2) \quad F(a_n)>h>F(b_n), \]

and let } x_0 \text{ be the lower bound of the points } x \text{ of the interval } [a_n, b_n] \text{ for which } F(x)=h. \text{ By (12.2) the point } x_0 \text{ belongs to the open interval } (a_n, b_n), \text{ and so to the set } E; \text{ thus there exists a point } y \text{ such that } F(y)<F(x_0)=h<F(a_n) \text{ and } a<y<x_0. \text{ This last relation implies } a<y<a_n, \text{ since, by (12.2) and by the definition of the point}
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The inequality $F(y) < h$ cannot hold for any $y$ of the interval $[a_n, x]$. Thus $F(y) < F(a_n)$ and $a < y < a_n$, and consequently $a_n \notin E$; but this is clearly contradictory, since $a_n$ is an end-point of one of the non-overlapping open intervals which constitute the set $E$.

Besides the results treated in this §, many other applications of Lemma 12.1 are given by F. Riesz [6; 7; 8], particularly in the theory of derivation of functions of a real variable. Cf. also S. Izumi [1]. The lemma might also have been used in the considerations of § 9 (instead of appealing to the theorems of § 8 on rectifiable curves).

To shorten our notations we shall restrict ourselves in the rest of this § to functions defined in the open interval $(0, 1)$; and we shall agree to write $E[f > a]$ for $E[f(x) > a; 0 < x < 1]$. The symbols $E[f \geq a], E[b > f > a]$ and so on, will have similar meanings.

Two measurable functions $g$ and $h$ in $(0, 1)$ will be called (in accordance with the terminology of F. Riesz) equi-measurable if $|E[g > a]| = |E[h > a]|$ for every finite number $a$. We see at once that we then also have

$$|E[g \geq a]| = |E[h \geq a]|, \quad E[b > g \geq a] = |E[b > h \geq a]|, \quad \text{etc.}$$

(12.3) If two non-negative measurable functions $g$ and $h$ in the interval $(0, 1)$ are equi-measurable, their definite integrals over this interval are equal.

To see this, let us associate with the function $g$ a non-decreasing sequence $\{g_n\}$ of simple functions by writing $g_n(x) = (k - 1)/2^n$ when $(k - 1)/2^n \leq g(x) < k/2^n$ and $k = 1, 2, \ldots, 2^n \cdot n$, and $g_n(x) = n$ when $g(x) \geq n$. Similarly with $g$ replaced by $h$, we define the sequence $\{h_n\}$ converging to the function $h$. If we calculate directly the integrals of the functions $g_n$ and $h_n$ over $(0, 1)$ by formula 10.1 of Chap. I, p. 20, we see at once from the fact that the given functions $g$ and $h$ are equi-measurable that

$$\int_0^1 g_n(x) \, dx = \int_0^1 h_n(x) \, dx.$$

Making $n \to \infty$, this gives $\int_0^1 g(x) \, dx = \int_0^1 h(x) \, dx$ as asserted.

If $f$ is a continuous function in $(0, 1)$ which is not constant on any set of positive measure, and if $m$ and $M$ denote the lower and upper bound of $f$ respectively, the function $g(y) = |E[f > y]|$ is evidently continuous and decreases from 1 to 0 in the open interval
Its inverse function is therefore continuous and decreasing in $(0, 1)$ and, as we easily verify, equi-measurable with the given function.

We shall extend this process with suitable modifications, to arbitrary measurable functions finite almost everywhere in $(0, 1)$.

With any such a function $f(x)$, we associate the function $f^a(x)$ defined for each $x$ of $(0, 1)$ as the upper bound of the numbers $y$ for which $|E[f > y]| > x$. The function $f^a(x)$ is clearly finite and non-increasing in $(0, 1)$. To show that this function is equi-measurable with $f(x)$, let $y_0$ be any finite number, and let $x_0$ denote the upper bound of the set $E[f^a > y_0]$, or else $x_0 = 0$ if this set is empty. Then since $|E[f^a > y_0]| = x_0$, it has to be proved that $|E[f > y_0]| = x_0$.

We have, in the first place, $f^a(x_0 + \epsilon) \leq y_0$ for every $\epsilon > 0$ (provided, of course, that $x_0 + \epsilon < 1$), so that $|E[f > y_0 + \epsilon]| \leq x_0 + \epsilon$, and therefore $|E[f > y_0]| \leq x_0$. On the other hand, $f^a(x_0 - \epsilon) > y_0$ for every $\epsilon > 0$ (provided that $x_0 - \epsilon > 0$), so that $|E[f > y_0]| > x_0 - \epsilon$, whence $|E[f > y_0]| \geq x_0$, and finally $|E[f > y_0]| = x_0 = |E[f^a > y_0]|$.

We shall further define, in connection with any summable function $f(x)$, three functions $f^b(x)$, $f^a(x)$ and $f^a(x)$. At any point $x$ of $(0, 1)$ we shall denote by $f^a(x)$ the upper bound of the mean values of $f$ on the intervals $(u, x)$ contained in $(0, x)$, i.e. the upper bound of the numbers $\frac{1}{x-u} \int_u^x f(t) \, dt$ for $0 < u < x$. Similarly, $f^a(x)$ will denote the upper bound of the means $\frac{1}{v-x} \int_x^v f(t) \, dt$ for $x < v < 1$. Finally, $f^a(x)$ will denote the larger of the two numbers $f^b(x)$ and $f^a(x)$, or what comes to the same, the upper bound of the means $\frac{1}{v-u} \int_u^v f(t) \, dt$ where $u$ and $v$ are subject to the condition $0 < u < x < v < 1$.

(12.4) Lemma. If $f(x)$ is a non-negative measurable function in the open interval $(0, 1)$ and if $E$ is a set contained in this interval, then

$$\int_E f(x) \, dx \leq \int_0^1 f^a(x) \, dx.$$
Proof. Let $f_1$ be the function equal to $f$ on the set $E$ and to 0 elsewhere. We evidently have $f_1''(x) \leq f''(x)$ at each point $x$ of the interval $(0,1)$. Furthermore $f_1'(x) = 0$ as soon as $x > |E|$. Therefore on account of (12.3) we find
\[
\int f(x) \, dx = \int f_1(x) \, dx = \int f_1''(x) \, dx \leq \int f''(x) \, dx.
\]

(12.5) **Lemma.** If $f(x)$ is a non-negative summable function in the interval $(0,1)$, then for each point $x$ of the interval, we have
\[
f^{h,\alpha}(x) \leq \frac{1}{x} \int f^a(t) \, dt.
\]

Proof. Let $x_0$ be any point in $(0,1)$, let $y_0 = f^{3,\alpha}(x_0)$, and let $\varepsilon$ denote an arbitrary positive number. We write $A = E[f^{h,\alpha} > y_0 - \varepsilon]$ and $B = E[f^{h} > y_0 - \varepsilon]$. Then since the function $f^{h,\alpha}$ is non-increasing, we have $|A| \geq x_0$ and therefore, remembering that the functions $f^{h,\alpha}$ and $f^h$ are equi-measurable, $|B| = |A| \geq x_0$.

Now $B$ is the set of the points $x$ for each of which there exists a point $u$ subject to the conditions $\int_u^x f(t) \, dt > (y_0 - \varepsilon) \cdot (x - u)$ and $0 < u < x$. Therefore, applying F. Riesz's Lemma 12.1 to the indefinite integral of $f$, we find easily that $B$ is an open set and that
\[
\int_B f(t) \, dt \geq (y_0 - \varepsilon) \cdot |B|.
\]

It follows by Lemma 12.4 that
\[
y_0 - \varepsilon \leq \frac{1}{|B|} \int_B f(t) \, dt \leq \frac{1}{|B|} |B| \int_0^1 f^a(t) \, dt.
\]

Now since $|B| \geq x_0$ and since the function $f^a$ is non-increasing, the last term of (12.6) cannot exceed $\frac{1}{x_0} \int_0^{x_0} f^a(t) \, dt$; and since $\varepsilon$ is an arbitrary positive number, we must have $f^{3,\alpha}(x_0) = y_0 \leq \frac{1}{x_0} \int_0^{x_0} f^a(t) \, dt$.

This completes the proof.

(12.7) **Theorem of Hardy-Littlewood.** If $f(x)$ is a non-negative summable function in $(0,1)$ and $\varepsilon$ is a positive number, then
\[
\int_0^1 f'(x) \, dx \leq A \cdot \int_0^1 f(x) \cdot \log^+ f(x) \, dx + B \cdot \int_0^1 f(x) \, dx + \varepsilon,
\]
where $A$ and $B$ are constants depending on $\varepsilon$, but not on $f$. 


CHAPTER IV. Derivation of additive functions.

Proof. We first evaluate the integral of $f^{\beta}$ over $(0, 1)$. According to (12.3) and Lemma 12.5 we have

$$\int_0^1 f^{\beta}(x) \, dx = \int_0^1 f^{\beta, \alpha}(x) \, dx \leq \int_0^1 \left[ \int_0^x \frac{f^{\alpha}(y)}{x} \, dy \right] \, dx.$$

In virtue of Fubini's theorem the last member of this inequality is the surface integral of the function $f^{\alpha}(y)/x$ over the triangle $0 \leq x \leq 1, 0 \leq y \leq x$. Therefore inverting the order of integration in this member, we find

$$\int_0^1 f^{\beta}(x) \, dx \leq \int_0^1 \left[ \int_y^1 \frac{dx}{x} \right] f^{\alpha}(y) \, dy = \int_0^1 f^{\alpha}(y) \cdot |\log y| \, dy. \quad (12.9)$$

Let now $\eta < 1$ be a positive number such that $\int_0^\eta |\log y| / \sqrt{y} \, dy < \epsilon/2$. Let us denote by $E_1$ the set of the points $y$ of the interval $(0, \eta)$ at which $f^{\alpha}(y) \leq 1/\sqrt{y}$, and by $E_2$, the set of the remaining points of this interval. We find

$$\int_0^1 f^{\alpha}(y) \cdot |\log y| \, dy \leq \int_{E_1} |\log y| \, dy + 2\int_{E_2} f^{\alpha}(y) \cdot \log f^{\alpha}(y) \, dy +$$

$$+ |\log \eta| \cdot \int_{E_1} f^{\alpha}(y) \, dy \leq 2 \int_{E_2} f^{\alpha}(y) \cdot \log f^{\alpha}(y) \, dy + |\log \eta| \cdot \int_{E_1} f^{\alpha}(y) \, dy + \epsilon/2. \quad (12.10)$$

Further, since the functions $f$ and $f^{\alpha}$ are equi-measurable, so are the functions $f \cdot \log^+ f$ and $f^{\alpha} \cdot \log^+ f^{\alpha}$, and it therefore follows from (12.9) and (12.10) that

$$\int_0^1 f^{\beta}(x) \, dx \leq 2 \int_0^1 f(x) \cdot \log^+ f(x) \, dx + |\log \eta| \cdot \int_0^1 f(x) \, dx + \epsilon/2. \quad (12.11)$$

A similar inequality clearly holds when on the left-hand side of (12.11) $f^{\beta}$ is replaced by $f^{\beta, \alpha}$, and on adding the two inequalities we find

$$\int_0^1 f^{\beta}(x) \, dx \leq \int_0^1 f^{\beta, \alpha}(x) \, dx + \int_0^1 f^{\beta}(x) \, dx \leq 4 \int_0^1 f(x) \cdot \log^+ f(x) \, dx +$$

$$+ |2 \log \eta| \cdot \int_0^1 f(x) \, dx + \epsilon; \text{ this gives (12.8) with } A = 4 \text{ and with } B = 2 |\log \eta|. \quad (12.8)$$
Strong derivation of the indefinite integral.

We proceed to prove the theorem of Jessen, Marcinkiewicz and Zygmund. We shall give the proof for the case of the plane; its extension to spaces $R_m$ of any number of dimensions (cf. §10, p. 133) presents no fresh difficulties and is effected by means of the well-known inequality of Jensen.

We shall begin with some auxiliary remarks. Suppose given a non-negative function $f(x, y)$ summable over the open square $J_0=(0,1; 0,1)$. By Fubini's theorem, the function $f(x, y)$ is summable in $x$ over $(0,1)$ for almost all $y$ of $(0,1)$. Denote by $H$ the set of these values of $y$. For any $y \in H$ and for any $x$ of the interval $(0,1)$, we shall denote (cf. §12, p. 144) by $f^i(x, y)$ the upper bound of the mean $\frac{1}{v-u} \int_{v}^{u} f(t, y) \, dt$ for $0 < u < v < 1$; and whenever $y \in CH$, we shall write, for definiteness, $f^i(x, y) = 0$ identically in $x$. We shall prove that the function $f^i(x, y)$ thus associated with any function $f(x, y)$ which is summable over the open square $J_0=(0,1; 0,1)$, is measurable.

For this purpose, let $a$ and $b$ denote two positive numbers, and write $g_{a,b}(x, y) = \int_{a}^{x+b} f(t, y) \, dt$ when $y \in H$ and $0 \leq x-a < x+b \leq 1$, and $g_{a,b}(x, y) = 0$ elsewhere in $J_0$. We shall begin by showing that each of the functions $g_{a,b}(x, y)$ is measurable. By Luzin's theorem, or more directly by the theorem of Vitali-Carathéodory (Chap. III, § 7), the function $f$ is equal almost everywhere to the limit of a non-decreasing sequence $f^{(m)}$ of non-negative, bounded, upper semi-continuous functions. Now, let us put $g_{a,b}^{(m)}(x, y) = \int_{x-a}^{x+b} f^{(m)}(t, y) \, dt$ when $0 \leq x-a < x+b \leq 1$, and $g_{a,b}^{(m)}(x, y) = 0$ elsewhere. As is easy to show (e.g. by means of Theorem 12.11, Chap. I), each of the functions $g_{a,b}^{(m)}(x, y)$ is then also upper semi-continuous, and since, as we readily see, $g_{a,b}(x, y) = \lim_{n} g_{a,b}^{(m)}(x, y)$ almost everywhere, the function $g_{a,b}(x, y)$ is measurable.

Finally, with the same notation as above, if $[u_p]$ is the sequence of rational numbers of the interval $(0,1)$ we have

$$f^i(x, y) = \text{upper bound } g_{u_p, u_q}(x, y), (u_p - u_q)$$
at any point \((x, y)\) of \(J_0\). Thus the function \(f^3(x, y)\) is also measurable, and this proves our assertion.

(13.1) **Theorem.** If \(f(x, y)\) is a measurable function in the plane \(R_2\) and if the function \(f \log^+ |f|\) is summable, then the indefinite integral of \(f\) is almost everywhere derivable in the strong sense.

**Proof.** Clearly we need only consider the function \(f\) in the open square \(J_0=(0, 1; 0, 1)\); and we may also suppose that this function is non-negative.

We write \(g_n(x, y)=f(x, y)\) wherever \(f(x, y)\leq n\), and \(g_n(x, y)=n\) wherever \(f(x, y)>n\); we write further \(h_n(x, y)=f(x, y)-g_n(x, y)\) and we denote by \(\sigma\) an arbitrary positive number. The functions \(h_n^3(x, y)\) are measurable and non-negative; so that by Theorem 12.7 of Hardy-Littlewood,

\[
\int \int h_n^3(x, y) \, dx \, dy \leq A \int \int h_n(x, y) \cdot \log^+ h_n(x, y) \, dx \, dy + B \int \int h_n(x, y) \, dx \, dy + \frac{1}{2} \sigma^2,
\]

where \(A\) and \(B\) are finite constants depending only on \(\sigma\). And since the integrals on the right-hand side of (13.2) tend to 0 as \(n \to \infty\), there exists a positive integer \(N\) such that the left-hand side of (13.2) becomes less than \(\sigma^2\) for \(n=N\). Therefore, writing for brevity \(h(x, y)=h_N(x, y)\) and \(g(x, y)=g_N(x, y)\), we have

\[
\int \int h^3(x, y) \, dx \, dy < \sigma^2,
\]

so that in particular the function \(h^3(x, y)\), besides being measurable and non-negative, is summable on \(J_0\).

Now denote by \(E\) the set of the points \((x_0, y_0)\) of \(J_0\) such that

1. \(\int_0^1 h^3(x_0, t) \, dt < +\infty\), and
2. the indefinite integral \(\int_0^y h^3(x_0, t) \, dt\)

has at the point \(y=y_0\) the derivative \(h^3(x_0, y_0)\) with respect to \(y\). Since, by Theorem 6.3, condition 2 is fulfilled for almost all \(y_0\) of \((0, 1)\) provided that condition 1 is satisfied, it follows at once from Fubini’s theorem in the form (8.6), Chap. III (cf. also Theorem 6.7, Chap. III) that \(|E|=|J_0|=1\).

Let us write \(F\), \(H\) and \(G\) for the indefinite integrals of the functions \(f\), \(h\) and \(g\), respectively, in \(J_0\). Let \((x_0, y_0)\) be a point of the set \(E\) and \(I=\lfloor x_0-u_1, x_0+u_2; y_0-v_1, y_0+v_2 \rfloor\) any interval containing \((x_0, y_0)\) and contained in \(J_0\). We have
\[
\frac{H(I)}{|I|} = \frac{1}{v_2 + v_1} \int_{-v_1}^{v_2} \left[ \frac{1}{u_2 + u_1} \int_{-u_1}^{u_2} h(x_0 + u, y_0 + v) \, du \right] \, dv \leq \leq \frac{1}{v_2 + v_1} \int_{-v_1}^{v_2} h^2(x_0, y_0 + v) \, dv.
\]

whence making \( \delta(I) \to 0 \) we obtain \( \overline{H}(x_0, y_0) \leq h^2(x_0, y_0) \). Thus, since \((x_0, y_0)\) is an arbitrary point of the set \( E \subseteq J_0 \) of outer measure 1, and since the extreme derivate \( H_s(x_0, y_0) \) is measurable (cf. Theorem 4.2), it follows from (13.3) that \( 0 \leq H_s(x, y) \leq \overline{H}(x, y) \leq \sigma \) at every point \((x, y)\) of \( J_0 \), except at most a set of measure less than \( \sigma \).

On the other hand, since the function \( g = g_N \) is bounded, its indefinite integral \( G \) is, by Theorem 10.7, derivable in the strong sense almost everywhere. Therefore \( \overline{F}_s(x, y) = \overline{F}_s(x, y) \leq \sigma \) at all but a subset of measure \( \sigma \) of the points of \( J_0 \); and so finally, since \( \sigma \) is an arbitrary positive number, \( \overline{F}_s(x, y) = \overline{F}_s(x, y) \) almost everywhere in \( J_0 \), which completes the proof.

By Ward's Theorem 11.21, to prove that the non-negative function \( F \) is almost everywhere derivable in the strong sense, it is enough to show that \( F_s(x) < +\infty \) almost everywhere. Hence by using Theorem 11.21, the proof of Theorem 13.1 might be slightly shortened.

*§ 14. Symmetrical derivates. If \( \Phi \) is an additive function of a set in a space \( R_m \), we shall denote by \( \overline{D}_{\text{sym}} \Phi(x) \) the upper, and by \( \underline{D}_{\text{sym}} \Phi(x) \) the lower, symmetrical derivate of \( \Phi \) at a point \( x \), these being defined respectively as the upper, and as the lower, limit of the ratio \( \Phi(S)/|S| \) where \( S \) represents a closed sphere of centre \( x \) and of radius tending to zero. It is obvious that, for any point \( x \) whatsoever \( \overline{D} \Phi(x) \geq \overline{D}_{\text{sym}} \Phi(x) \geq \underline{D}_{\text{sym}} \Phi(x) \geq \overline{D} \Phi(x) \).

Following A. J. Ward [5], we shall establish a decomposition theorem in terms of symmetrical derivates, which is similar to Theorem 9.6. We shall begin by the following "covering theorem":

(14.1) Theorem. If \( \Phi \) is an additive function of a set in \( R_m \) and \( E \) a bounded set measurable (B), contained in an open set \( G \), then for any \( \epsilon > 0 \) there exists in \( G \) an enumerable sequence of closed spheres \( \{ S_k \} \) such that (i) the centre of each \( S_k \) belongs to \( E \) and the radius is less than \( \epsilon \), (ii) \( S_i \cdot S_j = 0 \) whenever \( i \neq j \), and (iii) the spheres \( S_k \) cover together the whole of the set \( E \), with the possible exception of a subset on which the function \( \Phi \) vanishes identically.
Proof. We can clearly assume (by replacing, if necessary, the function $\Phi$ by its absolute variation) that the function $\Phi$ is monotone non-negative.

a) We shall first prove that, with the hypotheses of the theorem, there always exists in $G$ a finite system of equal spheres $\{S_k\}$ which satisfy the conditions (i) and (ii) and cover the set $E$ except perhaps for a set $T \subseteq E$ such that

$$\Phi(T) \leq (1 - 1/4^{m+1}) \cdot \Phi(E).$$

To see this, let $A$ be a subset of $E$, measurable ($\mathcal{B}$), such that $\Phi(A) \geq \frac{1}{2} \Phi(E)$ and $\varrho(A, CG) > 0$. Let $n_0$ be a positive integer such that $m/n_0 < \varrho(A, CG)$ and $m/n_0 < \varepsilon$.

Denote by $\mathbb{B}$ the net in the space $R_m$, which consists of the cubes of the form $[p_1/n_0, (p_1+1)/n_0; p_2/n_0, (p_2+1)/n_0; \ldots; p_m/n_0, (p_m+1)/n_0]$ where $p_1, p_2, \ldots, p_m$ are arbitrary integers. We can clearly subdivide the net $\mathbb{B}$ into $(4^m)^n$ families of cubes, $\mathbb{B}_1, \mathbb{B}_2, \ldots, \mathbb{B}_{(4^m)^n}$ say, such that the distance between any two cubes belonging to the same family is not less than $(4m - 1)/n_0$. Denote, for each $k=1, 2, \ldots, (4^m)^n$, by $A_k$ the part of the set $A$ covered by the cubes of the family $\mathbb{B}_k$. Then there exists a positive integer $k_0 \leq (4^m)^n$ such that

$$\Phi(A_{k_0}) \geq \Phi(A)/(4^m)^n \geq \Phi(E)/(4^{m+1}m^m).$$

Now let $P_1, P_2, \ldots, P_r$ be those cubes of $\mathbb{B}_{k_0}$ which contain points of $A_{k_0}$. With each $P_i$ we can associate a closed sphere $S_i$, of radius $m/n_0$, whose centre belongs to $A_{k_0} \cdot P_i$. The system of spheres $S_1, S_2, \ldots, S_r$ thus defined is contained in $G$ and clearly satisfies the conditions (i) and (ii) of the theorem. Again, since $P_i \subseteq S_i$ for every $i=1, 2, \ldots, r$, the spheres $S_i$ cover the whole of the set $E$ with the possible exception of the points of the set $T = E - A_{k_0}$, which, in virtue of (14.3), fulfils the condition (14.2).

b) We now pass on to the proof of the assertion of the theorem. By what has already been proved, we can define by induction a sequence $\{S_n\}_{n=1,2,\ldots}$ of finite systems of closed spheres with centres in $E$ and radii less than $\varepsilon$, subject to the following two conditions: 1° If $B_0$ denotes the empty set and $B_n$, for $n \geq 1$, the sum of the spheres belonging to $S_1 + S_2 + \ldots + S_n$, then the system $S_{n+1}$, where $n \geq 0$, consists of a finite number of closed spheres, contained in the open set $G - B_n$, no two of which have common points;

$$\Phi(E - B_n+1) \leq (1 - h_n) \cdot \Phi(E - B_n)$$

where $h_m = 1/4^{m+1}m^m$ and $n=0, 1, \ldots$. Now, arranging the spheres belonging to the family...
\[ \mathcal{S}_1 + \mathcal{S}_2 + \ldots + \mathcal{S}_n + \ldots \] in a sequence \( \{S_i\} \), we see at once that the latter fulfils conditions (i) and (ii) of the theorem. On the other hand, by 2° we have \( \Phi(E-B_n) \leq (1-h_m)^n \cdot \Phi(E) \) for each \( n \); whence, denoting by \( B \) the sum of all the spheres \( S_i \), it follows that \( \Phi(E-B) = 0 \), which establishes condition (iii) and completes the proof.

Theorem 14.1 may be established in a slightly more general form:

Given a bounded set \( E \) measurable \((\mathcal{B})\), a sequence of positive numbers \( \{a_i\} \) converging to 0 and a family of closed sets \( \mathcal{A} \), suppose that with each point \( x \) of \( E \) there are associated two finite numbers \( a=a(x), N=N(x) \), and a sequence \( \{A_n(x)\} \) of sets \((\mathcal{A})\) such that \( S(x; r_n) \subseteq A_n(x) \subseteq S(x; a r_n) \) for \( n \geq N(x) \).

Then, for any sequence \( \{\Phi_n\} \) of additive functions of a set, we can extract from \( \mathcal{A} \) a sequence of sets \( \{A_i = A_n(x)\} \) such that (i) \( x_i \in E \) for \( i = 1, 2, \ldots \), (ii) \( A_i \cap A_j = \emptyset \) whenever \( i \neq j \), and (iii) the sets \( A_i \) cover the whole of the set \( E \), with the exception at most of a set of measure zero on which all the functions \( \Phi_n \) vanish identically.

We shall now prove this theorem in detail.

(14.4) Lemma. If \( \Phi \) is an additive function of a set in \( \mathbb{R}^m \), and if \( D_{\text{sym}} \Phi(x) > 0 \) at each point \( x \) of a bounded set \( X \) measurable \((\mathcal{B})\), then \( \Phi(X) \geq 0 \).

Proof. Let us denote, for every positive integer \( n \), by \( X_n \) the set of the points \( x \in X \) such that \( \Phi(S) \geq 0 \) whenever \( S \) is a closed sphere of centre \( x \) and radius less than \( 1/n \). Each set \( X_n \) is evidently measurable \((\mathcal{B})\), in fact closed in \( X \). Hence, for any \( \epsilon > 0 \), we can associate with each \( X_n \) an open set \( G_n \supset X_n \) such that \( W(\Phi; G_n - X_n) \leq \epsilon \) (cf. Theorems 6.9 and 6.10, Chap. III). Next, keeping \( n \) fixed for the moment, we can (on account of Theorem 14.1) define in \( G_n \) a sequence \( \{S_k\} \) of closed spheres with centres in \( X_n \) and radii less than \( 1/n \), such that (i) \( S_i \cap S_j = \emptyset \) whenever \( i \neq j \), and (ii) the spheres \( S_k \) cover the whole of the set \( X_n \) with the exception at most of a set \( T \) on which the function \( \Phi \) vanishes identically. Since \( \Phi(S_k) \geq 0 \) for every \( k \), we find by (i) and (ii) that \( \Phi(X_n) \geq \geq -[W(\Phi; T) + W(\Phi; G_n - X_n)] \geq -\epsilon \). Hence, as \( X = \lim X_n \) and \( \epsilon \) is an arbitrary positive number, it follows that \( \Phi(X) \geq 0 \), which completes the proof.

(14.5). Theorem. If \( \Phi \) is an additive function of a set in \( \mathbb{R}^m \), and if \( A_\infty \) denotes the set of \( x \) at which one at least of the derivatives \( \lim_{m} D_{\text{sym}} \Phi(x) \) and \( \lim_{m} D_{\text{sym}} \Phi(x) \) is infinite, then for any bounded set \( X \) measurable \((\mathcal{B})\), we have

\[
\Phi(X) = \Phi(X \cdot A_\infty) + \int_X D\Phi(x) \, dx.
\]

Consequently, if \( D_{\text{sym}} \Phi(x) \geq -\infty \) at every point \( x \) and \( D\Phi(x) \geq 0 \) at almost every point \( x \) of a bounded set \( X \) measurable \((\mathcal{B})\), then \( \Phi(X) \geq 0 \).
Proof. We firstly remark that if \(-\infty < D_{\gamma m} \Phi(x)\) at each point \(x\) of a bounded set \(Q\) measurable (\(\mathcal{B}\)) and of measure zero, then \(\Phi(Q) \geq 0\). In fact, denoting for each positive integer \(n\) by \(Q_n\) the set of the points \(x\) of \(Q\) at which \(-n < D_{\gamma m} \Phi(x)\), and writing \(\Phi_n(X) = \Phi(X) + n \cdot |X|\), we obtain \(D_{\gamma m} \Phi_n(x) > 0\) at every point \(x \in Q_n\). Hence, by Lemma 14.4, we must have \(\Phi(Q_n) = \Phi_n(Q_n) > 0\), and making \(n \to \infty\) we find \(\Phi(Q) \geq 0\). By symmetry we also have \(\Phi(Q) \leq 0\) whenever \(Q\) is a bounded set measurable (\(\mathcal{B}\)) of measure zero, such that \(D_{\delta} \Phi(x) < +\infty\) at each point \(x\) of \(Q\).

We pass on to the proof of formula (14.6). By Theorem 7.3, there exists a set \(A\), measurable (\(\mathcal{B}\)) and of measure zero, such that the relation
\[
\Phi(X) = \Phi(X \cdot A) + \int_X D \Phi(x) \, dx
\]
holds whenever \(X\) is a bounded set measurable (\(\mathcal{B}\)). Since the set \(A_\infty\) is of measure zero, we see at once from the equation (14.7) that the function \(\Phi\) must vanish identically for all the subsets of \(A_\infty - A\), which are bounded and measurable (\(\mathcal{B}\)). On the other hand, by what has just been proved, the function vanishes also for all subsets of \(A - A_\infty\). Hence the set \(A_\infty\) may be taken in place of the set \(A\) in (14.7) and this gives (14.6). Finally, if \(D_{\gamma m} \Phi(x) \geq -\infty\) at every point \(x\) of a bounded set \(X\) measurable (\(\mathcal{B}\)), then \(\Phi(X \cdot A_\infty) \geq 0\) and the second part of the theorem follows at once from the first.

Let us mention the following consequence of Theorem 14.5: If at each point \(x\) both the symmetrical derivate of a given additive function of a set are finite, the latter is absolutely continuous. For ordinary derivate the corresponding proposition has long been known (cf. H. Lebesgue [5, p. 423]) and is moreover included in Theorem 15.7 of this chapter, as well as in Theorem 2.1 of Chap. VI.

*§ 15. Derivation in abstract spaces. With certain hypotheses, a process of derivation may be defined for additive functions of a set in any separable metrical space, and for such a process, theorems similar to those of §§ 7 and 9 may be established.

(15.1) Lemma. If \(\Phi\) is an additive function of a set (\(\mathcal{B}\)) on a metrical space \(M\), then given any set \(X\) measurable (\(\mathcal{B}\)) and any \(\varepsilon > 0\), there exists an open set \(G\) such that
\[
W(\Phi; G - X) < \varepsilon \quad \text{and} \quad W(\Phi; X - G) < \varepsilon.
\]
Proof. Let $\mathcal{B}_0$ denote the class of the sets $X$ measurable ($\mathcal{B}$) for each of which there exists, however we choose $\varepsilon > 0$, an open set $G$ satisfying the relations (15.2). Since any closed set $F$ is the limit of a descending sequence of open sets, we observe easily (cf. Theorems 5.1 and 6.4, Chap. I) that there exists for each $\varepsilon > 0$ an open set $G \supseteq F$ such that $W(\Phi; G - F) < \varepsilon$. The class $\mathcal{B}_0$ thus includes all closed sets; to prove that $\mathcal{B} = \mathcal{B}_0$, it suffices, therefore, to show that the class $\mathcal{B}_0$ is additive.

To do this, we choose $\varepsilon > 0$ and denote by $X$ the sum of a sequence $\{X_n\}_{n=1,2,\ldots}$ of sets ($\mathcal{B}_0$). To each set $X_n$ there corresponds an open set $G_n$ such that $W(\Phi; G_n - X_n) < \varepsilon/2^n$ and $W(\Phi; X_n - G_n) < \varepsilon/2^n$.

Writing $G = \sum G_n$, we clearly find that the inequalities (15.2) are satisfied. Therefore $X \in \mathcal{B}_0$.

Again, suppose that $\varepsilon > 0$ and that $X = CY$, where $Y \in \mathcal{B}_0$. There will then exist an open set $H$ such that $W(\Phi; Y - H) < \varepsilon/2$ and $W(\Phi; H - Y) < \varepsilon$. Consequently writing $P = CH$, we find that

$$W(\Phi; P - X) < \varepsilon/2 \quad \text{and} \quad W(\Phi; X - P) < \varepsilon.$$ 

But since the set $P$ is closed, there exists an open set $G$ such that $G \supseteq P$ and $W(\Phi; G - P) < \varepsilon/2'$; and this implies, on account of (15.3), the inequalities (15.2) and so completes the proof.

We shall call net in a metrical space $M$ any finite or enumerable family of sets measurable ($\mathcal{B}$) no two of which have common points and which together cover the space $M$. The sets constituting a net will be called its meshes. A sequence $\{M_n\}$ of nets will be termed regular, if each mesh of $M_{n+1}$ (where $n > 0$) is contained in a mesh of $M_n$ and if further $\Delta(M_n) \to 0$ as $n \to \infty$ (where $\Delta(M_n)$ denotes the characteristic number of $M_n$; cf. Chap. II, p. 40). It is easy to see that in order that there exist a regular sequence of nets in a metrical space, it is necessary and sufficient that this space be separable.

In the rest of this § we shall keep fixed a separable metrical space $M$ and we shall suppose given in $M$ a regular sequence $\mathcal{M} = \{M_n\}$ of nets and a measure $\mu$ which is defined for the sets measurable ($\mathcal{B}$) and which is subject to the condition $\mu(M) < +\infty$. Let $\Phi$ be an additive function of a set ($\mathcal{B}$) on $M$. For $x \in M$, where $M$ is any mesh of a net $M_n$, let us write

$$d_n(x) = \begin{cases} \Phi(M)/\mu(M) & \text{when } \mu(M) \neq 0, \\ +\infty & \text{when } \mu(M) = 0 \text{ and } \Phi(M) \geq 0, \\ -\infty & \text{when } \mu(M) = 0 \text{ and } \Phi(M) < 0. \end{cases}$$
The functions $d_n(x)$ are thus defined on the whole space $M$ and are measurable (33). Let us write $(\mu, M)\overline{D}\Phi(x) = \limsup_n d_n(x)$. The number $(\mu, M)\overline{D}\Phi(x)$ thus defined will be called upper derivate of the function $\Phi$ at the point $x$ with respect to the measure $\mu$ and the regular sequence of nets $M$. Considered as a function of $x$, this upper derivate is clearly measurable (33). Similarly we define the lower derivate $(\mu, M)\underline{D}\Phi(x)$. If at a point $x$ the two numbers $(\mu, M)\overline{D}\Phi(x)$ and $(\mu, M)\underline{D}\Phi(x)$ are equal, their common value will be written $(\mu, M)\Delta\Phi(x)$ and called derivative of the function $\Phi$ at $x$ with respect to the measure $\mu$ and the regular sequence of nets $M$. For the rest of this §, a measure $\mu$ and a regular sequence of nets $M$ will be kept fixed in the space $M$.

15.4) Lemma. Let $\Phi$ be an additive function of a set (33) on the space $M$. Then

(i) if the inequality $(\mu, M)\overline{D}\Phi(x) \geq k$, where $k$ is a finite number, holds at every point $x$ of a set $A$ measurable (33), we have $\Phi(A) \geq k \cdot \mu(A)$;

(ii) if at each point $x$ of a set $B$ measurable (33) and of measure $(\mu)A$ zero, the derivative $(\mu, M)\overline{D}\Phi(x)$ either does not exist or else exists and is finite, $\Phi(B) = 0$.

Proof. re (i). By subtracting from the function $\Phi$ the function $k \cdot \mu$, we may assume that $k = 0$. Let $\varepsilon$ be any positive number. By Lemma 15.1 there exists an open set $G$ such that

(15.5) \[ W(\Phi; G - A) < \varepsilon \quad \text{and} \quad W(\Phi; A - G) < \varepsilon. \]

Let $\mathcal{M}_1$ be the set of the meshes $M$ of the net $\mathcal{M}_1$ such that

(15.6) \[ M \subset G \quad \text{and} \quad \Phi(M) \geq -\varepsilon \cdot \mu(M), \]

and generally, for $n \geq 1$, let $\mathcal{M}_{n+1}$ be the set of the meshes $M$ of the net $\mathcal{M}_{n+1}$ which fulfil the conditions (15.6) and are not contained in any of the meshes of $\mathcal{M}_1 + \mathcal{M}_2 + \ldots + \mathcal{M}_n$. By arranging the sets belonging to $\mathcal{M}_1 + \mathcal{M}_2 + \ldots + \mathcal{M}_n + \ldots$ in a sequence $\{M_k\}$, we have $\Phi(M_k) \geq -\varepsilon \cdot \mu(M_k)$ for $k = 1, 2, \ldots$, and $A \cdot G \subset \sum_k M_k$. Since the sets $M_k$ are measurable (33) and no two of them have common points, it therefore follows from (15.5) that $\Phi(A) = \Phi(A \cdot G) + \Phi(A - G) \geq \Phi(\sum_k M_k) - 2\varepsilon \geq \Phi(\sum_k \mu(M_k) - 2\varepsilon) \geq -\varepsilon \cdot \mu(M_A) - 2\varepsilon \geq -\varepsilon \cdot (\mu(G) + 2)$, and so that $\Phi(A) \geq 0$. 
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re (ii). Denote, for any positive integer $n$, by $B_n$ the set of the points $x$ of $B$ at which $\overline{D}\Phi(x) \geq -n$. On account of (i) we have $\Phi(B_n) \geq -n \cdot \mu(B_n) = 0$ for each $n$, and, since $B = \lim_n B_n$, this gives $\Phi(B) \geq 0$. By symmetry $\Phi(B) \leq 0$, and so finally $\Phi(B) = 0$.

(15.7) **Theorem.** If $\Phi$ is a function of a set $(\mathcal{B})$, which is additive on the space $M$, the derivative $(\mu, \mathcal{M}) D\Phi(x)$ exists almost everywhere and is integrable $(\mathcal{B}, \mu)$ on $M$; moreover, if $E_{+\infty}$ and $E_{-\infty}$ denote the sets of the points at which $(\mu, \mathcal{M}) D\Phi(x) = +\infty$ and $(\mu, \mathcal{M}) D\Phi(x) = -\infty$ respectively, we have

\[
(15.8) \quad \Phi(X) = \Phi(X \cdot E_{+\infty}) + \Phi(X \cdot E_{-\infty}) + \int_X (\mu, \mathcal{M}) D\Phi(x) \, d\mu(x)
\]

and

\[
(15.9) \quad W(\Phi, X) = \Phi(X \cdot E_{+\infty}) + \Phi(X \cdot E_{-\infty}) + \int_X (\mu, \mathcal{M}) D\Phi(x) \, d\mu(x)
\]

for every set $X$ measurable $(\mathcal{B})$.

**Proof.** By Theorem 14.6, Chap. I, there exist a function of a point $f$ integrable $(\mathcal{B}, \mu)$ on $M$ and an additive function of a set $\Theta$ singular $(\mathcal{B}, \mu)$ on $M$ such that

\[
(15.10) \quad \Phi(X) = \Theta(X) + \int_X f(x) \, d\mu(x) \quad \text{for every set } X \in \mathcal{B}.
\]

Let $E$ be a set measurable $(\mathcal{B})$ such that $\mu(E) = 0$ and that the function $\Theta$ vanishes identically on $CE$. Writing, for brevity, $D, \overline{D}$ and $\overline{D}$ in place of $(\mu, \mathcal{M}) D, (\mu, \mathcal{M}) \overline{D}$ and $(\mu, \mathcal{M}) \overline{D}$ respectively, let us denote for any pair of integers $n > 0$ and $k$, by $P_{n,k}$ the set of the points $x$ at which $\overline{D}\Phi(x) \geq (k+1)/n > k/n \geq f(x)$. If we substitute $P_{n,k} \cdot CE$ for $X$ in (15.10), we find on account of Lemma 15.4 (i) that

\[
\Phi(P_{n,k} \cdot CE) \geq (k+1)/n \cdot \mu(P_{n,k} \cdot CE) \geq k/n \cdot \mu(P_{n,k} \cdot CE) \geq \int f(x) \, d\mu(x) = \Phi(P_{n,k} \cdot CE),
\]

and so that $\mu(P_{n,k}) = \mu(P_{n,k} \cdot CE) = 0$. Therefore $\overline{D}\Phi(x) \leq f(x)$ at almost all points $x$. By symmetry $\overline{D}\Phi(x) \leq f(x)$ must also hold almost everywhere in $M$. Therefore the derivative $D\Phi(x)$ exists and equals $f(x)$ at almost all the points $x$ of $M$, and the identity (15.10) takes the form

\[
(15.11) \quad \Phi(X) = \Theta(X) + \int_X D\Phi d\mu = \Phi(E \cdot X) + \int_X D\Phi d\mu \quad \text{for every set } X \in \mathcal{B}.
\]

Moreover, since $D\Phi(x) = f(x) = \infty$ almost everywhere, the set $E_{+\infty} + E_{-\infty}$ is of measure $(\mu)$ zero, and it follows directly from (15.11) that the function $\Phi$ vanishes identically on the set $(E_{+\infty} + E_{-\infty}) - E$. 
On the other hand, by Lemma 15.4 (ii), \( \Phi \) vanishes identically on \( E = (E_+ + E_-) \). Therefore in (15.11) the set \( E \) may be replaced by the set \( E_+ + E_- \), and the relation (15.11) becomes the required formula (15.8). Finally, since by Lemma 15.4 (i) the function \( \Phi \) is non-negative for the subsets (\( \mathfrak{B} \)) of \( E_+ \) and non-positive for the subsets (\( \mathfrak{B} \)) of \( E_- \), formula (15.9) follows at once from formula (15.8).

Let us mention specially the following corollary of Theorem 15.7:

(15.12) **Theorem.** Suppose given in the space \( \mathfrak{M} \) two regular sequences of nets \( \mathfrak{R} \) and \( \mathfrak{F} \), and, as before, a measure \( \mu \) defined for the sets (\( \mathfrak{B} \)) and subject to the condition \( \mu(\mathfrak{M}) < +\infty \). Then for every function \( \Phi \) of a set (\( \mathfrak{B} \)), which is additive on \( \mathfrak{M} \), we have almost everywhere \( (\mu, \mathfrak{R})D\Phi(x) = (\mu, \mathfrak{F})D\Phi(x) \); moreover, if \( E \) denotes the set of the points \( x \) at which either one at least of the derivatives \( (\mu, \mathfrak{R})D\Phi(x) \) and \( (\mu, \mathfrak{F})D\Phi(x) \) does not exist, or else both exist but have different values, then the function \( \Phi \) vanishes identically on \( E \), i.e. \( \mathcal{W}(\Phi; E) = 0 \).

In fact, if we write, for brevity, \( D_1 \) and \( D_2 \) in place of \( (\mu, \mathfrak{R})D \) and \( (\mu, \mathfrak{F})D \) respectively, and if we denote by \( \Theta \) the function of singularities of \( \Phi \), we have by the previous theorem

\[
\Phi(X) = \Theta(X) + \int_X D_1 \Phi(x) d\mu(x) = \Theta(X) + \int_X D_2 \Phi(x) d\mu(x)
\]

for every set \( X \) measurable (\( \mathfrak{B} \)). Equating the two integrals which occur in this relation, we obtain almost everywhere \( D_1 \Phi(x) = D_2 \Phi(x) \).

Now the set \( E \) of the points at which this relation does not hold, may be expressed as the sum of three sets \( A_1, A_2 \) and \( A_3 \), where \( A_1 \) is the set of the points \( x \in E \) at which one at least of the derivatives \( D_1 \Phi(x) \) and \( D_2 \Phi(x) \) does not exist, or else exists and is finite, \( A_2 \) the set of the points \( x \) at which \( D_1 \Phi(x) = +\infty \) and \( D_2 \Phi(x) = -\infty \), and \( A_3 \) the set of the points \( x \) at which \( D_1 \Phi(x) = -\infty \) and \( D_2 \Phi(x) = +\infty \). It follows directly from Lemma 15.4 (ii) that the function \( \Phi \) vanishes identically on \( A_1 \). In the same way, it follows from part (i) of this lemma that we have simultaneously \( \Phi(X) = 0 \) and \( \Phi(X) \leq 0 \), and so \( \Phi(X) = 0 \), for every subset \( X \) measurable (\( \mathfrak{B} \)) of \( A_2 \) or of \( A_3 \). Consequently \( \mathcal{W}(\Phi; E) = 0 \), and this completes the proof.

Theorem 15.7, which corresponds, to a certain extent, to Theorem 9.6, was first proved by Ch. J. de la Vallée Poussin [1; cf. also I, p. 103] for derivation with respect to the Lebesgue measure, and with respect to the regular sequences of nets of half open intervals in Euclidean spaces. Strictly, the Lebesgue measure does not fulfil the condition which we laid down for the measure \( \mu \), since Euclidean space has infinite Lebesgue measure. Nevertheless it is easy to see that for the validity of Theorem 15.7 (as well as for that of the other propositions of this §) it suffices to suppose only that the meshes of the nets considered have finite measure.

For the derivation of additive functions of a set in abstract spaces, see also R. de Possel [1].
§ 16. Torus space. As an example and an application of the results of the preceding §, we shall discuss in this § a metrical space which, from the point of view of the theory of measure and integration, may be considered as one of the nearest generalizations of Euclidean spaces. This space, called torus space of an infinite number of dimensions, occurs in a more or less explicit form in the important researches of H. Steinhaus [2], of P. J. Daniell [2; 3], and of other authors, in connection with certain problems of probability; but the first systematic study of this space is due to B. Jessen [2].

Following Jessen, we shall call torus space $Q_\omega$ the metrical space whose elements are the infinite sequences of real numbers $\xi=(x_1, x_2, ..., x_n, \ldots)$ where $0 \leq x_n < 1$ for $n=1, 2, \ldots$, the distance $d(\xi, \eta)$ of two points $\xi=(x_1, x_2, ..., x_n, \ldots)$ and $\eta=(y_1, y_2, ..., y_n, \ldots)$ in $Q_\omega$ being defined by the formula $d(\xi, \eta) = \sum \left| y_n - x_n \right| / 2^n$. By $Q_m$, where $m$ is any positive integer, we shall denote the half open cube $[0, 1; 0, 1; \ldots; 0, 1]$ in the Euclidean space $R_m$. If $\xi=(x_1, x_2, ..., x_n, \ldots)$ is a point of $Q_\omega$, we shall denote, for any positive integer $m$, by $\xi_m$ the point $(x_1, x_2, ..., x_m)$ of $Q_m$, and by $\xi'_m$ the point $(x_{m+1}, x_{m+2}, \ldots)$ of $Q_\omega$, and we shall write $\xi=(\xi_m, \xi'_m)$. According to this notation, $\xi \in Q_m$ whenever $\xi \in Q_m$ (where $m$ is any positive integer) and $\eta \in Q_\omega$. So that, if $A \subseteq Q_m$ and $B \subseteq Q_\omega$, the set $A \times B$ (cf. Chap. III, §§ 8, 9) lies in the space $Q_\omega$; and in particular $Q_m \times Q_\omega = Q_\omega$.

We shall call closed interval, or simply interval, in the space $Q_\omega$, any set of the form $I \times Q_\omega$, where $I$ is a closed subinterval of $Q_m$ for some value of $m=1, 2, \ldots$. Similarly, taking $I$ to be an interval which is half open (on the left or on the right) in $Q_m$, we define in the space $Q_\omega$ the half open intervals (on the left or on the right).

Every (closed) interval $J$ in $Q_\omega$ has only one expression of the form $I \times Q_\omega$ where $I$ is an interval in a space $Q_m$. (It is to be remarked that the space $Q_\omega$ itself is not a closed interval in the sense of the definitions given above.) By the volume of the interval $J = I \times Q_\omega$ we shall mean the volume of the interval $I$ in $Q_m \subseteq R_m$ (cf. Chap. III, § 2). Just as in Euclidean spaces, the volume of an interval $J$ in $Q_\omega$ will be denoted by $|J|$ or $L_\omega(J)$. Again, as in Euclidean spaces (cf. Chap. III, § 5), we shall extend the notion of volume in the space $Q_\omega$ by defining for every set $E$ in this space the outer measure $L_\omega^*(E)$ of the set $E$ as the lower bound of the sums $\sum_k |J_k|$ where $\{J_k\}$ is any sequence of intervals such that $E \subseteq \sum_k J_k$. Thus defined, the
outer measure evidently fulfils the three conditions of Carathéodory (cf. Chap. II, § 4) and determines first the class of sets measurable \((\mathfrak{L}_\omega^*)\), and then the class of functions measurable \((\mathfrak{L}_\omega^*\ast)\). For brevity, the sets and the functions belonging respectively to these classes, will simply be termed measurable. Also by the measure of a set \(E\) in the space \(Q_\omega\) we shall always mean its measure \((L_\omega^*)\).

It is easily shown, with the help of Borel’s Covering Theorem, that the measure of any closed interval coincides with its volume (cf. Chap. III, § 5, p. 65), so that we can, without ambiguity, write \(|E|\) or \(L_\omega(E)\) (omitting the asterisk) to denote the outer measure of any set \(E\) in \(Q_\omega\). We also see that the boundary of any closed interval is of measure zero. Finally, we remark that the whole space \(Q_\omega\) is of measure 1.

We shall now define in \(Q_\omega\) a regular sequence of nets (cf. § 15, p. 153) of intervals half open on the right. We shall, in fact, denote for any positive integer \(m\), by \(\Omega^{(m)}\) the finite system of \(2^m\) intervals half open on the right

\[
\left\{ \frac{k_1}{2^m}, \frac{k_1+1}{2^m}; \frac{k_2}{2^m}, \frac{k_2+1}{2^m}; \ldots; \frac{k_m}{2^m}, \frac{k_m+1}{2^m} \right\} \times Q_\omega
\]

where the \(k_i\) are arbitrary non-negative integers less than \(2^m\). We see at once that each system \(\Omega^{(m)}\) is a net in \(Q_\omega\). To see that the sequence of these nets is regular, we observe in the first place that each interval of \(\Omega^{(m+1)}\) is contained in one of the intervals of \(\Omega^{(m)}\). On the other hand, no interval of the net \(\Omega^{(m)}\) can have a diameter exceeding the number \(\sum_{k=1}^{m} \frac{1}{2^k} + \sum_{k=m+1}^{\infty} \frac{1}{2^k} \leqslant \frac{1}{1-2^{-m-1}}\), so that the characteristic number \(\Lambda(\Omega^{(m)})\) of the net \(\Omega^{(m)}\) tends to zero as \(m \to \infty\).

If \(x\) and \(y\) are two real numbers, \(x + y\) will denote the number \(x + y - [x + y]\), where, as usual, \([x + y]\) stands for the largest integer not exceeding \(x + y\). If \(\xi = (x_1, x_2, \ldots, x_n, \ldots)\) and \(\eta = (y_1, y_2, \ldots, y_n, \ldots)\) are two points of \(Q_\omega\), we shall write \(\xi + \eta\) for \((x_1 + y_1, x_2 + y_2, \ldots, x_n + y_n, \ldots)\). The point \(\xi + \eta\) clearly belongs to \(Q_\omega\).

We shall call translation by the vector \(a\), where \(a\) is a point of \(Q_\omega\), the transformation which makes correspond to each point \(\xi\) of \(Q_\omega\) the point \(\xi + a\). The translation by the vector \(a\) will be termed of order \(m\), if all, except at most the first \(m\), coordinates of \(a\) vanish.

A function \(f\) in \(Q_\omega\) will be termed cylindrical of order \(m\), if \(f(\xi)\) does not depend on the first \(m\) coordinates of the point \(\xi\), i.e.
A set $E$ in $\mathbb{Q}_\omega$ will be termed \textit{cylindrical of order $m$}, if its characteristic function is so, or, what amounts to the same, if $E=\mathbb{Q}_m \times A$ where $A$ is a set in $\mathbb{Q}_\omega$.

(16.1) \textbf{Theorem}. A function which is measurable on $\mathbb{Q}_\omega$ and cylindrical of every finite order, is constant almost everywhere, i.e. $f(\xi) = c$ for almost all points $\xi$ of $\mathbb{Q}_\omega$, where $c$ is a constant.

\textbf{Proof}. Suppose first that the function $f$ is bounded, and therefore integrable, on $\mathbb{Q}_\omega$. Denoting by $\Phi$ the indefinite integral of $f$, let us define, for each value of $m$ and for each mesh $Q$ of the net $\mathbb{Q}^{(m)}$, $f^{(m)}(\xi) = \Phi(Q)/L_\omega(Q)$ whenever $\xi \in Q$. For every pair of meshes $Q_1$ and $Q_2$ of the same net $\mathbb{Q}^{(m)}$, there always exists a translation of order $m$ which transforms $Q_1$ into $Q_2$; therefore, since the function $f$ is cylindrical of order $m$, it follows that $\Phi(Q_1) = \Phi(Q_2)$; and since further $L_\omega(Q_1) = L_\omega(Q_2)$, each of the functions $f^{(m)}(\xi)$ is constant on $\mathbb{Q}_\omega$. On the other hand, we deduce from Theorem 15.7 that $f(\xi) = \lim_{m} f^{(m)}(\xi)$ almost everywhere in $\mathbb{Q}_\omega$, i.e. that the function is almost everywhere identical with a constant.

Now let $f$ be any measurable function which is cylindrical of every finite order. Let us write $f_n(\xi) = f(\xi)$ when $|f(\xi)| \leq n$ and $f(\xi) = n$ when $|f(\xi)| > n$. Each of the functions $f_n(\xi)$ is bounded and cylindrical of every finite order, so that by what has just been proved, each of these functions is constant almost everywhere. Therefore the same is true of the function $f(\xi) = \lim_{n} f_n(\xi)$ and this completes the proof.

The fundamental properties of our measure in the space $\mathbb{Q}_\omega$ may be established by methods similar to those used in Euclidean spaces. To illustrate this, let us enumerate some of these properties.

\textit{Given any measurable set $E$ and any $\epsilon > 0$, there exists a closed set $F$ and an open set $G$ such that $F \subset E \subset G$ and such that $|G-E| < \epsilon$ and $|E-F| < \epsilon$ (cf. Theorem 6.6, Chap. III).}

From this we may deduce next Lusin's theorem (cf. Theorem 7.1, Chap. III): \textit{If $f$ is a finite function measurable on a set $E$, there exists for each $\epsilon > 0$, a closed set $F \subset E$ such that the function $f$ is continuous on $F$ and that $|E-F| < \epsilon$; and its immediate corollary: any function which is measurable in $\mathbb{Q}_\omega$, is equal almost everywhere in $\mathbb{Q}_\omega$ to a function measurable (33). Finally Fubini's theorem (cf. Chap. III, § 8) may be stated as follows for the space $\mathbb{Q}_\omega$:}
(16.2) Theorem. If $f$ is a non-negative measurable function in the space $Q_{\omega}$, then for any positive integer $m$,

(i) the definite integral $\int_{Q_{\omega}} f(\xi, \eta) dL_{\omega}(\eta)$ exists for every $\xi \in Q_{m}$, except at most for those of a set of measure $(L_{m})$ zero,

(ii) the definite integral $\int_{Q_{m}} f(\xi, \eta) dL_{m}(\xi)$ exists for every $\eta \in Q_{\omega}$, except at most for those of a set of measure $(L_{\omega})$ zero,

(iii) $\int_{Q_{\omega}} f(\xi) dL_{\omega}(\xi) = \int_{Q_{m}} \left[ \int_{Q_{\omega}} f(\xi, \eta) dL_{\omega}(\eta) \right] dL_{m}(\xi) = \int_{Q_{\omega}} \left[ \int_{Q_{m}} f(\xi, \eta) dL_{m}(\xi) \right] dL_{\omega}(\eta)$.

Proof. We begin by verifying this directly when $f$ is the characteristic function of a closed interval, or of a half open interval, and then successively when $f$ is the characteristic function of an open set, of a set $(G_{\alpha})$, of a set of measure zero, and finally of any measurable set. It follows at once that the theorem is valid in the case where $f$ is a simple function, and then, by passage to the limit, in the general case where $f$ is any non-negative measurable function.

The line of argument that we have sketched, does not differ substantially in any way from the proof of Fubini's theorem for Euclidean spaces, and is even in a sense simpler than the latter, since in proving Theorem 8.1 of Chap. III we had to allow for the possibility of there being hyperplanes of discontinuity of the functions $U$ and $V$.

In the space $Q_{\omega}$ there is, however, as shown by B. Jessen [2, p. 273], another theorem of the Fubini type, whose proof requires new methods. This theorem allows integration over the space $Q_{\omega}$ to be, so to speak, reduced to integrations over the cubes $Q_{m}$ in Euclidean spaces, whereas each of the three members of the relation (iii) of Theorem 16.2 contains an integration extended over the space $Q_{\omega}$.

(16.3) Jessen's theorem. If $f$ is a non-negative measurable function in the space $Q_{\omega}$, the integral

$$f_{m}(\xi) = \int_{Q_{m}} f(\xi, \zeta_{m}) dL_{m}(\xi),$$

where $m = 1, 2, \ldots$,

exists, and we have

$$\lim_{m} f_{m}(\xi) = \int_{Q_{\omega}} f(\xi) dL_{\omega}(\xi),$$

for almost all $\xi$ in $Q_{\omega}$.
Proof. Let us first remark that if \( Q \) is a set of measure zero in \( Q_\omega \), it follows from Theorem 16.2, applied to the characteristic function of \( Q \), that for any \( m \) whatever, the set \( E[(\xi, \eta) \in Q; \xi \in Q_m] \) is of measure \( (L_m) \) zero for almost all \( \eta \) of \( Q_\omega \). Hence (with the notation adopted p. 157) we also have \( L_m\{E[(\xi, \xi', \eta) \in Q]\} = 0 \) for almost all \( \xi \) of \( Q_\omega \). It follows that if \( g \) and \( h \) are two non-negative measurable functions which are almost everywhere equal in \( \Sigma_k \), the integrals
\[
\int g(\xi, \xi') dL_m(\xi) \quad \text{and} \quad \int h(\xi, \xi') dL_m(\xi)
\]
are equal for almost all the \( \zeta \) of \( Q_\omega \), whatever \( m \) may be. We may therefore, without loss of generality, assume in the proof of Theorem 16.3 that the given function \( f \) is measurable (33); for any measurable function is almost everywhere equal to a function measurable (33).

The integral in the formula (16.4) then clearly exists for every \( \zeta \), and moreover it follows directly from this formula that the function \( f_m(\zeta) \) is cylindrical of order \( m \). The upper and lower limits of the sequence \( \{f_m(\zeta)\} \) are thus cylindrical of every finite order and by Theorem 16.1 we may write almost everywhere in \( Q_\omega \)
\[
\liminf_{m} f_m(\zeta) = A \quad \text{and} \quad \limsup_{m} f_m(\zeta) = B
\]
where \( A \) and \( B \) are constants. It remains to be proved that \( A = M = B \), where \( M \) denotes the integral on the right-hand side of (16.5).

We shall prove in the first place that \( A \geq M \). For this purpose, let \( A' \) be any number exceeding \( A \) (if \( A = + \infty \) our assertion is obvious), and write

\[
(16.6) \quad P_k = E[f_k(\zeta) \leq A'], \quad S_m = \sum_{k=1}^{m} P_k \quad \text{and} \quad S = \lim_{m} S_m.
\]

The set \( S \) coincides, except for a set of measure zero, with the whole space \( Q_\omega \). Keeping an index \( m \) fixed, let us evaluate the integral of \( f_m \) over \( S_m \). Writing \( R_m = P_m, R_{m-1} = P_{m-1} \cdot CP_m, ..., R_1 = P_1 \cdot CP_2 \cdot ... \cdot CP_m \), we have

\[
(16.7) \quad S_m = \sum_{k=1}^{m} R_k \quad \text{and} \quad (16.8) \quad R_i \cdot R_j = 0 \text{ whenever } 1 \leq i < j \leq m.
\]

On the other hand, since every function \( f_k \) is cylindrical of order \( k \), so are the sets \( P_k \) and \( CP_k \) and therefore the sets \( R_k \) for \( k=1, 2, ..., m \). We may thus write (cf. above p. 159) \( R_k = Q_k \times \tilde{R}_k \) where \( \tilde{R}_k \subset Q_\omega \). According to (16.6), we have \( f_k(\zeta) \leq A' \) for every \( \zeta \in R_k \subset P_k \), where \( k=1, 2, ..., m \), or, what amounts to the same by formula (16.4),
\[
\int f(\xi, \eta) \, dL_h(\xi) \leq A' \text{ for every } \eta \in \tilde{R}_h. \quad \text{Therefore, on account of Theorem 16.2, we obtain for } k=1, 2, \ldots, m,
\]
\[
\int f(\xi) \, dL_{\omega}(\xi) = \int \left[ \int f(\xi, \eta) \, dL_h(\xi) \right] \, dL_{\omega}(\eta) \leq A' \cdot L_{\omega}(\tilde{R}_h) = A' \cdot L_{\omega}(R_h),
\]
whence it follows by (16.7) and (16.8) that \[
\int f(\xi) \, dL_{\omega}(\xi) \leq A' \cdot L_{\omega}(S_m) \leq A'.
\]

Making \( m \to \infty \), we obtain in the limit \( M = \int f(\xi) \, dL_{\omega}(\xi) \leq A' \) and so \( M \leq A \).

By symmetry \( M \geq B \) and, since it is clear that \( A \leq B \), this requires \( A = M = B \) and completes the proof.
§ 1. Preliminary remarks. We saw (cf. Chap. IV, § 8) that the Lebesgue theory enables us to solve completely the elementary problems concerning the length of a curved line and the expression of this length by an integral. However, similar problems concerning curved surfaces involve difficulties of a much more serious kind. Certain classical treatises on the differential and integral calculus, even in the second half of the XIX-th century, contain an inaccurate definition of the area of a surface. By analogy with the definition of length of a curve, the authors attempted to define the area of a surface as the limit of the areas of polyhedra inscribed in the surface and tending to it. H. A. Schwarz [I, p. 309] (cf. also M. Fréchet [3]) was the first to remark that such a limit may not exist and that it is possible to choose a sequence of inscribed polyhedra whose areas tend to any number not less than the actual area of the surface. About the same time Peano and Hermite subjected the old definition to similar criticisms and proposed new definitions based on quite different ideas. It was H. Lebesgue who first returned in his Thesis [1] to the old method, in a modified form that may be roughly described as follows: the area of a surface is the lower limit of the areas of polyhedra tending uniformly to the surface in question (without, however, being necessarily inscribed in the latter).

Nevertheless, in the more general case in which the surface is given parametrically, this definition requires various additional notions and considerations (cf. T. Radò [I; 1; 4]) and the results obtained are far from being as complete as those available for curves. The difficulties that arise belong to Geometry and
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Topology rather than to the Theory of functions of a real variable. (For the special case in which the functions $x=X(u,v)$, $y=Y(u,v)$ and $z=Z(u,v)$ which define the surface parametrically fulfill the Lipschitz condition vide T. Radò [4] and H. Rademacher [4]).

We shall therefore restrict ourselves to the case of continuous surfaces of the form $z=F(x,y)$. The most elegant and the most complete results concerning these surfaces are due to L. Tonelli [5; 6; 7]; they will be given in § 8 and are the principal object of this chapter.

Tonelli's theory is based on the definition of area proposed by Lebesgue. As regards the modern work on area of surfaces based on other definitions, we should mention: W. H. Young [4], J. C. Burkill [3], S. Banach [5], A. Kolmogoroff [3] and J. Schauder [1].

T. Radò [1, pp. 154—169; 2] has developed further the methods of Tonelli by means of older ideas due to de Geöcze and with the help of certain functionals introduced by the latter. The principal result of Radò (vide Theorem 7.3), applications of which will be discussed below, enables us to define the area of a surface as the limit of certain simple expressions, whereas the Lebesgue definition only enables us to obtain it as a lower limit. Another expression is due to L. C. Young (vide below § 8) and constitutes a direct generalization of the classical formula for the area of a surface.

Except where the contrary is expressly stated, the reasoning of this chapter will be formulated for functions of two real variables. The extension to spaces of any number of dimensions offers no difficulty.

§ 2. Area of a surface. By a continuous surface on a plane interval $I_0$, we shall mean any equation of the form $z=F(x,y)$, where $F$ is a continuous function on $I_0$.

A continuous surface $z=P(x,y)$ on an interval $I_0$ is termed polyhedron if there exists a decomposition of $I_0$ into a finite number of non-overlapping triangles $T_1, T_2, ..., T_n$ such that the function $P$ is linear on each of these triangles, i.e. such that $P(x,y)=a_ix+b_iy+c_i$ for $(x,y) \in T_i$, where $i=1, 2, ..., n$ and $a_i, b_i, c_i$ are constant coefficients. We shall call, respectively, faces and vertices of the polyhedron $z=P(x,y)$, the parts and the points of the
graph (cf. Chap. III, § 10) of the function $P$, which correspond to the triangles $T_i$, and to the vertices of the $T_i$. The sum of the areas of the faces in the sense of elementary Geometry, i.e. the number
\[
\sum_i |T_i| \cdot (a_i^2 + b_i^2 + 1)^{\frac{1}{2}} = \int \int_{I_0} \left[ \left( \frac{\partial P}{\partial x} \right)^2 + \left( \frac{\partial P}{\partial y} \right)^2 + 1 \right] dx dy,
\]
will be called the elementary area of the polyhedron $z=P(x, y)$ on $I_0$ and denoted by $S_0(P; I_0)$.

Given any continuous surface $z=F(x, y)$ on an interval $I_0$, we shall term its area on $I_0$, and denote by $S(F; I_0)$, the lower limit of the elementary areas of polyhedra tending uniformly to this surface, i.e. the lower bound of all the numbers $s$ for each of which there exists, given any $\varepsilon > 0$, a polyhedron $z=P(x, y)$ on $I_0$ such that $1^o \ |P(x, y) - F(x, y)| < \varepsilon$ at every point $(x, y) \in I_0$ and $2^o \ S_0(P; I_0) \leq s$.

We might verify here that for polyhedra the elementary area agrees with the area according to the general definition just given. As, however, this is an easy consequence of the theorems given further on (vide p. 181), a special proof is unnecessary at this point. It should be remarked that, in accordance with the definition adopted, the area of a surface may be either finite or infinite.

The following theorem is an immediate consequence of the definition.

(2.1) **Theorem.** For any sequence of continuous functions $\{F_n\}$ which converges uniformly on an interval $I_0$ to a function $F$, we have $\lim_{n \to \infty} S(F_n; I_0) \geq S(F; I_0)$.

§ 3. **The Burkill Integral.** Instead of treating the theory of area of surfaces by itself, it is more convenient to associate it with certain differential properties of functions of an interval. However, the functions of an interval occurring in the theory of area are not in general additive, and in consequence we shall have to complete in some minor points the theory of functions of an interval, developed in the two preceding chapters.

We shall begin with some subsidiary definitions. To simplify the wording we shall understand in the sequel by *subdivision* of a figure $R_0$ any finite system of non-overlapping intervals $I_1, I_2, \ldots, I_n$ such that $R_0 = \sum I_k$. Given any function of an interval $U$ and given a finite system of intervals $\mathcal{I} = \{I_k\}$, we shall write, for brevity, $U(\mathcal{I})$ in place of $\sum U(I_k)$. In particular therefore, $L(\mathcal{I})$ will denote the sum of the areas of the intervals belonging to the system $\mathcal{I}$.
We call upper and lower integral in the sense of Burkill of a function of an interval $U(I)$ over a figure $R_0$, and we denote by $\overline{\int U}$ and $\underline{\int U}$ respectively, the upper and the lower limit of the numbers $U(3)$ for arbitrary subdivisions $3$ of $R_0$, whose characteristic numbers $\Delta(3)$ tend to zero (cf. Chap. II, p. 40). When these integrals are equal, their common value is called the Burkill definite integral (or simply the integral) of the function $U$ over $R_0$ and is denoted by $\int R U$. If this integral exists and is finite, the function $U$ is said to be integrable on $R_0$ (in the sense of Burkill). If the function $U$ is integrable on every figure $R$ (in the whole plane or in a figure $R_0$) its integral $\int R U$ considered as a function of the figure $R$ is called indefinite integral of $U$ (in the whole plane or on $R_0$).

(3.1) **Theorem.** 1° If $U$ is a function of an interval and $R_1, R_2$ are non-overlapping figures, we have

$$\int_{R_1+R_2} U \geq \int_{R_1} U + \int_{R_2} U \quad \text{and} \quad \int_{R_1+R_2} U \leq \int_{R_1} U + \int_{R_2} U,$$

provided that both integrals of $U$ over $R_1+R_2$ are finite.

2° Any function of an interval $U$ which is integrable on a figure $R_0$, is equally so on every figure $R \subset R_0$ and its indefinite integral on $R_0$ is an additive function of a figure.

**Proof.** Part 1° of the theorem is a direct consequence of the definition of the Burkill integrals, and part 2° follows at once from the formulae (3.2) when we subtract the second of these formulae from the first.

If $U$ is a function of an interval on a figure $R$, we shall call variation of $U$ on $R$ at a set $D$ the upper limit of $|U(3)|$ as $\Delta(3) \to 0$, where $3$ denotes any finite system of non-overlapping intervals contained in $R$ and possessing common points with $D$. The following analogue of Theorem 4.1, Chap. III, may be noted.

(3.3) **Theorem.** Given on a figure $R_0$ a function of an interval $U$ such that $\int_{R_0} U < +\infty$, there can be at most an enumerable infinity of straight lines $D$, which are parallel to the coordinate axes and at which the variation of $U$ on $R_0$ is not zero.
In fact, the number of straight lines which are parallel to the axis of $x$ or of $y$, and at which the variation of $U$ on $R_0$ exceeds a positive number $\varepsilon$, cannot be greater than \(2\varepsilon^{-1}\int_{R_0} |U| < +\infty\).

(3.4) Lemma. Given a function of an interval $U$ integrable on a figure $R_0$, there exists, for each $\varepsilon > 0$, an $\eta > 0$ such that for every system $\mathfrak{J} = \{I_1, I_2, \ldots, I_p\}$ of non-overlapping intervals situated in $R_0$, the inequality $\Delta(\mathfrak{J}) < \eta$ implies the inequality

\[
\left| \sum_{k=1}^{p} \left[ U(I_k) - \int_{I_k} U \right] \right| < \varepsilon.
\]

Proof. Let $\eta > 0$ be a number such that, for every subdivision $\mathfrak{I}$ of $R_0$, $\Delta(\mathfrak{I}) < \eta$ implies $|U(\mathfrak{I}) - \int_{R_0} U| < \varepsilon/2$, and let $\mathfrak{J} = \{I_1, I_2, \ldots, I_p\}$ be any finite system of non-overlapping intervals situated in $R_0$, such that $\Delta(\mathfrak{J}) < \eta$. Let $R_1 = R_0 \supset \bigcup_{k=1}^{p} I_k$. By Theorem 3.1, the function $U$ is integrable on $R_1$. It follows that there exists a subdivision $\mathfrak{J}_1$ of $R_1$ such that

\[
\Delta(\mathfrak{J}_1) < \eta \quad \text{and} \quad \left| U(\mathfrak{J}_1) - \int_{R_1} U \right| < \varepsilon/2.
\]

Now $\mathfrak{J} + \mathfrak{J}_1$ clearly constitutes a subdivision of $R_0$ such that $\Delta(\mathfrak{J} + \mathfrak{J}_1) < \eta$. We therefore have $|U(\mathfrak{J} + \mathfrak{J}_1) - \int_{R_0} U| < \varepsilon/2$, and we need only subtract the second of the relations (3.6) from it to obtain (3.5).

If $R_0$ is a fixed figure, then to any $\eta > 0$ there corresponds a positive integer $p$ such that every interval $I \subset R_0$ may be subdivided in $p$ subintervals of diameter less than $\eta$. Hence applying Lemma 3.4, we obtain at once the following

(3.7) Theorem. If a function of an interval $U(I)$ which is integrable on a figure $R_0$, is continuous, then the same is true of its indefinite integral $B(R) = \int_{R} U$.

(3.8) Theorem. If $U$ is a function of an interval which is integrable on a figure $R_0$ and if $B$ is its indefinite integral, then $B(x, y) = U(x, y)$ and $B(x, y) = U(x, y)$ at almost all points $(x, y) \in R_0$.

In particular therefore, if one of the functions $U$ and $B$ is almost everywhere derivable in $R_0$, the same is true of the other and the derivatives of $U$ and of $B$ are almost everywhere equal.
Proof. Suppose that the set of the points \((x, y)\) at which 
\[ \bar{U}(x, y) > \bar{B}(x, y) \]
has positive measure. We could then determine a set \(E \subseteq R_0\) of positive outer measure and a number \(a > 0\), such that 
\[ \bar{U}(x, y) - \bar{B}(x, y) > a \]
at each point \((x, y)\) of \(E\). Therefore, on account of Vitali's Covering Theorem (Chap. IV, Theorem 3.1), we could determine in \(R_0\), for any \(\eta > 0\), a finite system of non-overlapping intervals \(\mathcal{I} = \{I_k\}_{k=1,2,\ldots,n}\) such that 
\[ \Delta(\mathcal{I}) < \eta, \quad L(\mathcal{I}) > |E|/2, \]
and 
\[ \bar{U}(I_k) - B(I_k) > a \cdot |I_k| \]
for \(k = 1, 2, \ldots, n\). Now it follows from the last two relations that 
\[ U(\mathcal{I}) - B(\mathcal{I}) > a \cdot |E|/2, \]
which contradicts Lemma 3.4. Hence, 
\[ \bar{U}(x, y) \leq \bar{B}(x, y) \]
almost everywhere in \(R_0\). In the same way we prove that the opposite inequality holds also almost everywhere in \(R_0\), and this completes the proof.

(3.9) Theorem. Suppose that \(U\) is a continuous function of an interval on a figure \(R_0\) and that (i) \(\int_{R_0} |U| < +\infty\) and (ii) \(U(I) \leq U(\mathcal{S})\)
for every interval \(I \subset R_0\) and every subdivision \(\mathcal{S}\) of \(I\). Then the function \(U\) is integrable on \(R_0\).

Proof. Given a number \(\varepsilon > 0\), let \(\mathcal{I} = \{J_i\}_{i=1,2,\ldots,p}\) be a subdivision of \(R_0\) such that

\[ U(\mathcal{I}) > \int_{R_0} U - \varepsilon. \tag{3.10} \]

Let us denote by \(D_1, D_2, \ldots, D_r\) the sides of the intervals \(\mathcal{I}\) which do not belong to the boundary of \(R_0\). By Theorem 3.3 it may be assumed, in view of the continuity of the function \(U\) and of condition (ii), that the variation of \(U\) on \(R_0\) vanishes at each side \(D_i\). It follows that there exists an \(\eta > 0\) such that, given any finite system \(\mathcal{S}\) of non-overlapping intervals situated in \(R_0\) and having points in common with the sides \(D_i\), the inequality \(\Delta(\mathcal{S}) < \eta\) implies \(|U(\mathcal{S})| < \varepsilon\). We can clearly assume that \(\eta\) does not exceed the length of any side of the intervals \(\mathcal{I}\).

This being so, consider an arbitrary subdivision \(\mathcal{J} = \{I_1, I_2, \ldots, I_n\}\) of \(R_0\) such that \(\Delta(\mathcal{J}) < \eta\). By numbering the intervals of \(\mathcal{J}\) suitably, we may evidently suppose that \(I_1, I_2, \ldots, I_q\) are those having points in common with the sides \(D_i\), while the remaining intervals of \(\mathcal{J}\) (if any) have none. Finally, let us agree to write \(U(J_i \cap I_k) = 0\) when \(J_i \cap I_k = 0\). Then 
\[ \sum_{k=1}^{q} U(I_k) | < \varepsilon \quad \text{and} \quad \sum_{i=1}^{p} \sum_{k=1}^{q} U(J_i \cap I_k) | < \varepsilon, \]
so
that, by (3.10) and by condition (ii) of the theorem, we have
\[ \int_{R_0} U - \epsilon < U(\Xi) \leq \int_{R_0} U(\Xi) - \sum_{k=1}^q U(I_k) + \sum_{i=1}^p \sum_{k=1}^q U(J_i \cap I_k) < U(\Xi) + 2\epsilon. \]
It follows that \( \int_{R_0} U \leq \int_{R_0} U + 3\epsilon \), and so, that \( \int_{R_0} U = \int_{R_0} U \).

In connection with this §, vide J. C. Burkill [2; 3; 4], R. C. Young [2] and F. Riesz [6; 7].

§ 4. Bounded variation and absolute continuity for functions of two variables. Given a function \( F(x, y) \) continuous on an interval \( I = [a_1, b_1; a_2, b_2] \), let us denote for any value \( x \) subject to \( a_1 \leq x \leq b_1 \), by \( W_1(F; x; a_2, b_2) \) the absolute variation of the function \( F(x, y) \) with respect to the variable \( y \) on the interval \([a_2, b_2]\), and for any value \( y \) subject to \( a_2 \leq y \leq b_2 \), by \( W_2(F; y; a_1, b_1) \) that of the function \( F(x, y) \) with respect to \( x \) on \([a_1, b_1]\). Denoting by \( J_1 \) and \( J_2 \) respectively the linear intervals \([a_1, b_1]\) and \([a_2, b_2]\) we shall also write \( W_1(F; x; J_2) \) for \( W_1(F; x; a_2, b_2) \) and \( W_2(F; y; J_1) \) for \( W_2(F; y; a_1, b_1) \).

By continuity of the function \( F \), the non-negative expressions \( W_1(F; x; J_2) \) and \( W_2(F; y; J_1) \) are, as is easily seen, lower semi-continuous functions of the variables \( x \) and \( y \) respectively. When the integrals \( \int_{a_1}^{b_1} W_1(F; x; J_2) \) and \( \int_{a_2}^{b_2} W_2(F; y; J_1) \) are both finite, the function \( F \) is said to be of bounded variation on \( I \) in the Tonelli sense. It follows at once that any function of bounded variation of two variables \( x, y \) is of bounded variation with respect to \( x \) for almost every value of \( y \) and with respect to \( y \) for almost every value of \( x \).

A continuous function \( F(x, y) \) will be termed absolutely continuous on an interval \( I = [a_1, b_1; a_2, b_2] \) in the Tonelli sense, if it is of bounded variation on \( I \) and moreover, absolutely continuous with respect to \( x \) for almost every value of \( y \) in \([a_2, b_2]\), and absolutely continuous with respect to \( y \) for almost every value of \( x \) in \([a_1, b_1]\).

We say that a function \( F(x, y) \) fulfils the Lipschitz condition on \( I \), if there exists a finite constant \( N \) such that \( |F(x', y') - F(x'', y'')| \leq N \cdot (|x' - x''| + |y' - y''|) \) for every pair of points \((x', y')\) and \((x'', y'')\) of \( I \).

Any function which fulfils the Lipschitz condition on an interval \( I \) is evidently absolutely continuous on \( I \). In particular
polyhedra and also functions of two variables with continuous
partial derivatives, are always absolutely continuous functions.

A function $F$ which is continuous and of bounded variation
[absolutely continuous, or subject to the Lipschitz condition] on an
interval $I_0 = [a_1, b_1; a_2, b_2]$ can easily be continued, even so as to
be periodic, over the whole plane in such a manner as to remain
continuous and of bounded variation [absolutely continuous, or
subject to the Lipschitz condition] on every interval. In fact, de-
noting by $I_1$ one of the intervals congruent to $I_0$ with a common
side parallel to the axis of $x$, let us continue the function $F$ from
the interval $I_0$ on to the interval $I_1$ by symmetry relative to the
common side of these intervals. Let us further continue similarly
the function $F$ from the interval $I_0 + I_1$ on to an interval $I_2$ con-
gruent to $I_0 + I_1$ which has with the latter a common side parallel
to the axis of $y$. The function $F$ is then defined on the interval
$I_0 + I_1 + I_2$ whose sides are respectively of lengths $2 \cdot (b_1 - a_1)$ and
$2 \cdot (b_2 - a_2)$. Writing $u = 2 \cdot (b_1 - a_1)$ and $v = 2 \cdot (b_2 - a_2)$, and continuing
the function $F$ from the interval $I_0 + I_1 + I_2$ on to the rest of the
plane by the periodicity condition $F(x + u, y) = F(x, y + v) = F(x, y)$,
we see easily that the continuation obtained for the function $F$
has the properties required.

Besides the definition of Tonelli several other definitions have been
given of conditions under which a function of two variables is said to be of bounded
variation. For a discussion of these definitions see C. R. Adams
and J. A. Clarkson [1;2]. Throughout this chapter, use is made of Tonelli's
concept only.

We shall subsequently make use of the following theorem
concerning the partial derivatives of any continuous function:

(4.1) Theorem. Given a continuous function $F(x, y)$, its partial
Dini derivatives, $F_x^+, F_x^-, F_y^+, F_y^-$ and $F_u^+, F_u^-, F_v^+, F_v^-$, are func-
tions measurable (3).

Proof. It will suffice to prove this for any one of these deriv-
ates, say $F_x^+$.

Given an arbitrary real number $a$, consider the set

$$E = E [F_x^+(x, y) < a],$$

and denote by $E_n$ the set of all the points $(x, y)$ such that for every $h$
the inequality $0 < h \leq 1/n$ implies $[F(x + h, y) - F(x, y)]/h \leq a - 1/n$. 
The expressions of de Geöcze.

We find that \( E = \sum_n E_n \) and, since by continuity of the function \( F \) each of the sets \( E_n \) is closed, \( E \) is a set (\( \mathcal{F} \)), so that the derivate \( F^+ \) is a function measurable (\( \mathcal{B} \)).

Theorem 4.1 may be compared with Theorems 4.2 and 4.3 of Chap. IV concerning measurability of the derivatives of functions of one real variable. Nevertheless it is to be remarked that contrary to what occurs for functions of one variable, the partial Dini derivatives of a function measurable (\( \mathcal{B} \)) need not in general be measurable (\( \mathcal{E} \)), although they are still measurable (\( \mathcal{E} \)) (the proof of this requires, however, the theory of analytic sets; vide F. Hausdorff [II, p. 274], M. Neubauer [1] and A. E. Currier [1]). On the other hand, a function of two variables may be measurable (\( \mathcal{E} \)) without its partial Dini derivatives being so.

§ 5. The expressions of de Geöcze. We shall make correspond to any function \( F(x, y) \) which is continuous on an interval \( I = [a_1, b_1; a_2, b_2] \), the following expressions introduced by Z. de Geöcze [1] into the theory of areas of surfaces:

\[
G_1(F; I) = \int_{a_1}^{b_1} |F(x, b_2) - F(x, a_2)| \, dx, \quad G_2(F; I) = \int_{a_2}^{b_2} |F(b_1, y) - F(a_1, y)| \, dy,
\]

\[
G(F; I) = \sqrt{[G_1(F; I)]^2 + [G_2(F; I)]^2 + |I|^2}.
\]

While studying the fundamental properties of these expressions, we shall often find the following two inequalities useful:

\[
(5.1) \quad \left( \frac{\sum_{i=1}^n x_i^2 + \sum_{i=1}^n y_i^2 + \sum_{i=1}^n z_i^2}{\sqrt{2}} \right)^{1/2} \leq \sum_{i=1}^n (x_i^2 + y_i^2 + z_i^2)^{1/2}
\]

for any three sequences \( \{x_i\}, \{y_i\} \) and \( \{z_i\} \) of real numbers;

\[
(5.2) \quad \left[ \left( \int_E x \, dt \right)^2 + \left( \int_E y \, dt \right)^2 + \left( \int_E z \, dt \right)^2 \right]^{1/2} \leq \int_E (x^2 + y^2 + z^2)^{1/2} \, dt
\]

for any measurable set \( E \) in a space \( \mathbb{R}_m \) and any three non-negative functions \( x(t), y(t) \) and \( z(t) \), measurable on \( E \).

The inequality (5.1) is easily deduced by induction from the case \( n = 2 \) which can be verified directly. The inequality (5.2), in the special case in which the functions \( x(t), y(t), z(t) \) are simple, is an obvious consequence of (5.1); and we pass at once to the general case with the help of Theorems 7.4 and 12.6 of Chapter I.
(5.3) **Theorem.** The expressions of de Geöcze $G_1(I) = G_1(F; I)$, $G_2(I) = G_2(F; I)$ and $G(I) = G(F; I)$, associated with a continuous function $F(x, y)$, are continuous functions of the interval $I$ and their integrals over any interval exist (finite or infinite); these integrals over any interval $I_0 = [a_1, b_1; a_2, b_2]$ fulfil the following relations:

(5.4) \[ \int_{a_1}^{b_1} G_1 = \int_{a_2}^{b_2} W_1(F; x; a_2, b_2) \, dx \quad \text{and} \quad \int_{a_1}^{b_1} G_2 = \int_{a_2}^{b_2} W_2(F; y; a_1, b_1) \, dy \]

(5.5) \[ G_1(I_0) \leq \int_{a_1}^{b_1} G_1, \quad G_2(I_0) \leq \int_{a_2}^{b_2} G_2 \quad \text{and} \quad G(I_0) \leq \int_{a_1}^{b_1} G, \]

(5.6) \[ \int_{a_1}^{b_1} G_i \leq \int_{a_1}^{b_1} G \leq \int_{a_1}^{b_1} G_1 + \int_{a_2}^{b_2} G_2 + |I_0| \quad \text{where} \quad i = 1, 2. \]

**Proof.** Given an arbitrary $\epsilon > 0$, let $\eta < \epsilon$ be a positive number such that, for any pair of the points $(x, y_1)$ and $(x, y_2)$ in $I_0$,

(5.7) \[ |y_2 - y_1| < \eta \quad \text{implies} \quad |F(x, y_2) - F(x, y_1)| < \epsilon. \]

Let $M$ denote the upper bound of $F(x, y)$ on $I_0$ and consider in $I_0$ an interval $I = [a_1, \beta_1; a_2, \beta_2]$ such that $|I| < \eta^2$. We then have either $\beta_1 - a_1 < \eta$ or $\beta_2 - a_2 < \eta$. In the former case, we find $G_1(I) \leq (\beta_1 - a_1) \cdot 2M < 2M \eta \leq 2M \epsilon$, and in the latter we derive from (5.7), $G_1(I) \leq (\beta_1 - a_1) \cdot \epsilon \leq (b_1 - a_1) \cdot \epsilon$, so that in both cases $G_1(I) \leq (2M + b_1 - a_1) \cdot \epsilon$. The function $G_1(I)$ is therefore continuous.

The same is of course true of $G_2(I)$ and the continuity of these two functions at once implies that of $G(I)$.

This being so, we shall show that the functions $G_1$ and $G_2$ are integrable and, at the same time, we shall deduce the formulae (5.4).

Let $\{\mathcal{A}_n\}$ be a sequence of subdivisions of $I_0$ such that \[ \lim_n (\mathcal{A}_n) = 0 \quad \text{and} \quad \lim_n G_n(\mathcal{A}_n) = \int_{a_1}^{b_1} G_1; \] and denote, for any positive integer $n$ and any $\xi \in [a_1, b_1]$, by $V_n(\xi)$ the sum of the absolute increments of the function $F(\xi, y)$ on the linear intervals cut off on the line $x = \xi$ by the rectangles of the subdivision $\mathcal{A}_n$. We then have, on the one hand,

(5.8) \[ G_1(\mathcal{A}_n) = \int_{a_1}^{b_1} V_n(\xi) \, d\xi \quad \text{for} \quad n = 1, 2, \ldots, \]

and on the other hand, on account of continuity of the function $F$,

\[ \lim_n V_n(\xi) = W_1(F; \xi; a_2, b_2) \quad \text{for any} \quad \xi \in [a_1, b_1]. \] Therefore, in virtue of...
Fatou's Lemma (Chap. I, Theorem 12.10) and by (5.8), we obtain
\[ \int_{a_i}^{b_i} G_1 \geq \int_{a_i}^{b_i} W_1(F; \xi; a_2, b_2) \, d\xi. \]
But since \( G_1(3) \leq \int_{a_i}^{b_i} W_1(F; \xi; a_2, b_2) \, d\xi \) for every subdivision \( 3 \) of \( I_0 \), we have also \( \int_{a_i}^{b_i} G_1 \leq \int_{a_i}^{b_i} W_1(F; \xi; a_2, b_2) \, d\xi \).
Therefore the function \( G_1 \) has a unique integral over \( I_0 \) and this integral fulfils the first of the relations (5.4). The existence of the integral \( \int_{I_0} G_2 \) and the validity of the second of these relations are deduced by symmetry.

Let us pass on now to the function \( G \). We first remark that the integral \( \int_{I_0} G \) clearly exists in the case in which one at least of the integrals \( \int_{I_0} G_1 \) and \( \int_{I_0} G_2 \) is infinite, and is then also infinite on account of the relations
\[ G_1(I) \leq G(I) \quad \text{and} \quad G_2(I) \leq G(I) \quad \text{for any interval } I. \]
In the remaining case, the two integrals in question being finite, the evident inequality \( G(I) \leq G_1(I) + G_2(I) + |I| \) yields
\[ \int_{I_0} G \leq \int_{I_0} G_1 + \int_{I_0} G_2 + |I_0| < +\infty; \]
and on the other hand, for every subdivision \( 3 \) of any interval \( I \) the equally obvious relations
\[ G_1(I) \leq G_1(3) \quad \text{and} \quad G_2(I) \leq G_2(3) \]
lead, in view of the inequality (5.1), to
\[ G(I) \leq G(3). \]
Now, continuity of the function \( G \) being already established, the formulae (5.10) and (5.12) imply, by Theorem 3.9, that this function has over \( I_0 \) a unique integral.
To complete the proof we need only remark that the formulae (5.11) and (5.12) imply at once the formulae (5.5) and finally that formula (5.6) follows directly from (5.9) and (5.10).
As a corollary of Theorem 5.3, and more particularly as a consequence of the formulae (5.4) and (5.6), we have:
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(5.13) **Theorem.** In order that the function of an interval $G(I) = G(F; I)$, associated with a continuous function $F(x, y)$, be integrable on an interval $I_0$ (i.e. in order that $\int_{I_0} G < +\infty$), it is necessary and sufficient that the function $F(x, y)$ be of bounded variation on $I_0$.

§ 6. Integrals of the expressions of de Geöcze. Given a continuous function $F(x, y)$, we shall denote, for any interval $I_0$, by $H_1(F; I_0)$, $H_2(F; I_0)$ and $H(F; I_0)$ respectively, the integrals of the functions of an interval $G_1(I) = G_1(F; I)$, $G_2(I) = G_2(F; I)$ and $G(I) = G(F; I)$ over the interval $I_0$. All these integrals exist on account of Theorem 5.3 and their importance in the theory of area of surfaces is due to the fact that, as will be shown in the next §, the number $H(F; I_0)$ coincides with the area of the surface $z = F(x, y)$ on $I_0$.

(6.1) **Theorem.** For any function $F(x, y)$ which is continuous and of bounded variation, the expressions $H_1(I) = H_1(F; I)$, $H_2(I) = H_2(F; I)$ and $H(I) = H(F; I)$ are additive, continuous, and non-negative functions of the interval $I$, and we have at almost all points $(x, y)$ of the plane

$$H_1(x, y) = |F'_y(x, y)|, \quad H_2(x, y) = |F'_x(x, y)|,$$

$$H'(x, y) = ([F'_x(x, y)]^2 + [F'_y(x, y)]^2 + 1)^{\frac{1}{2}}.$$

**Proof.** Additivity and continuity of the functions in question follow at once from Theorems 3.1 and 3.7 on account of Theorem 5.3. We have therefore only to establish the relations (6.2). Now, for any interval $I = [a_1, b_1; a_2, b_2]$ we have according to Theorem 5.3 and Theorem 7.4 of Chap. IV, the following relation (in which the transformation is effected in accordance with Fubini's Theorem 8.1, Chap. III, rendered applicable to the partial derivatives of the function $F(x, y)$ by Theorem 4.1):

$$H_1(I) = \int_{a_1}^{b_1} W_1(F; x; a_2, b_2) \, dx \geq \int_{a_1}^{b_1} \left[ \int_{a_2}^{b_2} |F'_y(x, y)| \, dy \right] \, dx = \int_{a_1}^{b_1} \int_{a_2}^{b_2} |F'_y(x, y)| \, dx \, dy;$$

whence

$$H_1(x, y) \geq |F'_y(x, y)| \text{ for almost every point } (x, y).$$

Let us now denote by $\{J_n\}$ the sequence of the linear intervals with rational extremities. In view of Theorem 7.4, Chap. IV, we
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have for \( n=1, 2, \ldots \) and for every linear interval \( J, \)
\[
\int J \mathcal{W}_1(F; x; J_n) \, dx = H_1(J \times J_n) \geqslant \int J \int \mathcal{H}'(x, y) \, dy = \int J \left[ \int J_n \mathcal{H}'(x, y) \, dy \right] \, dx,
\]
and consequently, for each positive integer \( n, \) the inequality
\[
\mathcal{W}_1(F; x; J_n) \geqslant \int J \mathcal{H}_1(x, y) \, dy
\]
holds at every point \( x, \) except at most those of a set \( E_n \) of linear measure zero. Therefore, writing \( E=\sum_n E_n, \)
we obtain the inequality \( \mathcal{W}_1(F; x; J) \geqslant \int J \mathcal{H}_1(x, y) \, dy, \) whenever \( J \) has rational extremities and \( x \) lies outside the set \( E \) of linear measure zero. If we now regard the two sides of this inequality, for a given value of \( x \) outside the set \( E, \) as functions of the linear interval \( J, \)
we obtain by derivation with respect to this interval (on account of Theorem 7.9, Chap. IV) for almost all \( y, \) the inequality
\[(6.4) \quad |F'_y(x, y)| \geqslant \mathcal{H}_1(x, y).\]

Therefore, since the derivatives \( \mathcal{H}'(x, y) \) and \( F'_y(x, y) \) are measurable (cf. Theorem 4.1), it follows from Fubini's theorem (in the form (8.6), Chap. III) that the set of the points \((x, y)\) at which the relation (6.4) is not fulfilled, is of plane measure zero. By (6.3) we therefore have almost everywhere the first of the relations (6.2).

The proof of the second relation now follows by symmetry, and that of the third from the remark that if we write \( G_1(I) = G_1(F; I), \)
\( G_2(I) = G_2(F; I) \) and \( G(I) = G(F; I), \) we have by Theorem 3.8,
\[
\mathcal{H}'(x, y) = G'(x, y) = \left[ (G_1(x, y))^2 + (G_2(x, y))^2 + 1 \right]^{1/2} = \left[ [H_1(x, y)]^2 + [H_2(x, y)]^2 + 1 \right]^{1/4} = \left[ [F'_y(x, y)]^2 + [F'_x(x, y)]^2 + 1 \right]^{1/4}
\]
at almost every point \((x, y)\) of the plane. This completes the proof.

(6.5) Theorem. In order that the function of an interval \( H(I) = H(F; I), \)
corresponding to a continuous function \( F(x, y) \) of bounded variation
on an interval \( I_0 = [a_1, b_1; a_2, b_2], \) be absolutely continuous on this interval, it is necessary and sufficient that the function \( F(x, y) \) itself be absolutely continuous; and when this is the case, we have
\[(6.6) \quad H(I_0) = \int_{I_0} \left[ [F'_x(x, y)]^2 + [F'_y(x, y)]^2 + 1 \right]^{1/2} \, dx \, dy.\]
Proof. By Theorem 5.3, absolute continuity of the function $H(I)$ is equivalent to absolute continuity of the functions $H_1(I)$ and $H_2(I)$ together.

Therefore if the function $H$ is absolutely continuous on $I_0$, we have, by Theorem 6.1, for any interval $I_\xi=[a_1, \xi; a_2, b_2]$, where $a_1 \leq \xi \leq b_1$, the relation

$$\int_{a_1}^{\xi} W_1(F; x; a_2, b_2) \, dx = H_1(I_\xi) = \int \int |F'_\eta(x, y)| \, dx \, dy = \int_{a_1}^{\xi} \left[ \int_a^b |F'_\eta(x, y)| \, dy \right] \, dx,$$

and, taking the derivative with respect to $\xi$, we obtain for almost every value of $x$,

$$(6.7) \quad W_1(F; x; a_2, b_2) = \int_{a_1}^{b_2} |F'_\eta(x, y)| \, dy.$$

Now, for any given value of $x$ (for which $F(x, \eta)$ is of bounded variation in $\eta$) the difference $W_1(F; x; a_2, \eta) - \int_{a_2}^{\eta} |F'_\eta(x, y)| \, dy$ is a non-negative and non-decreasing function of the variable $\eta$ (cf. Theorem 7.4, Chap. IV). It therefore follows from (6.7) that we have for almost every value of $x$, and for any $\eta \in [a_2, b_2]$,

$$W_1(F; x; a_2, \eta) = \int_{a_2}^{\eta} |F'_\eta(x, y)| \, dy,$$

i.e. that the function $W_1(F; x; a_2, \eta)$, and consequently also $F(x, \eta)$, is absolutely continuous with respect to $\eta$ on $[a_2, b_2]$ for almost every value of $x$. By the symmetry of the variables, we conclude also that the function $F(\xi, y)$ is at the same time absolutely continuous with respect to $\xi$ on $[a_1, b_1]$ for almost every value of $y$. The function $F$, which is by hypothesis of bounded variation on $I_0$, is therefore absolutely continuous in the Tonelli sense on this interval.

Conversely, if the function $F$ is absolutely continuous on $I_0$, we have by Theorems 7.8 and 7.9, Chap. IV, for every subinterval $I=[a_1, \beta_1; a_2, \beta_2]$ of $I_0$, the relations:

$$H_1(I) = \int_{a_1}^{\beta_1} W_1(F; x; a_2, \beta_2) \, dx = \int_I \int |F'_\eta(x, y)| \, dx \, dy,$$

$$H_2(I) = \int_{a_1}^{\beta_1} W_2(F; y; a_1, \beta_2) \, dy = \int_I \int |F'_\eta(x, y)| \, dx \, dy,$$

so that the two functions of an interval $H_1$ and $H_2$, and therefore also $H$, are absolutely continuous.
Finally, since the function $H$ is absolutely continuous, the formula (6.6) is a direct consequence of the third of the relations (6.2), the latter being valid almost everywhere on account of Theorem 6.1.

Up to the present we have regarded the expression $H(F; I)$ as a function of an interval $I$. If we treat this expression as a functional depending on the function $F$, we obtain the following theorem, whose geometrical interpretation will appear in § 8 when the theorem appears to be a generalization of Theorem 2.1.

(6.8) **Theorem.** Given any sequence of continuous functions $\{F_n\}$ which converges to a continuous function $F$, we have for every interval $I$

\[
\liminf_{n} H(F_n; I) \geq H(F; I).
\]

**Proof.** Denoting by $\mathcal{I}_p$ the subdivision of $I$ into $p^2$ equal intervals, similar to $I$, we have by Theorem 5.3 for any pair of integers $p$ and $n$, $H(F_n; I) \geq G(F_n; \mathcal{I}_p)$, and by Fatou's Lemma (Chap. I, Theorem 12.10), for every integer $p$, $\liminf_{n} G(F_n; \mathcal{I}_p) \geq G(F; \mathcal{I}_p)$. We therefore have $\liminf_{n} H(F_n; I) \geq G(F; \mathcal{I}_p)$, and this leads to (6.9) when $p \to \infty$.

§ 7. **Radó's Theorem.** Before passing to the proof of the result of Radó, according to which the area of any surface $z=F(x, y)$ on an interval $I$ is equal to $H(F; I)$, we shall prove the following

(7.1) **Theorem.** If a continuous function $F(x, y)$ has on an interval $I_0=[a_1, b_1; a_2, b_2]$ continuous partial derivatives, there exists a sequence of polyhedra $\{z=P_n(x, y)\}$ inscribed in the surface $z=F(x, y)$, such that the sequence converges uniformly to this surface and such that

\[
\lim_{n} S_0(P_n; I_0) = \int_0^1 \left\{ [F_y(x, y)]^2 + [F_y(x, y)]^2 + 1 \right\} dx dy = H(F; I).
\]

**Proof.** Let $\mathcal{I}_n=\{I_{n,1}, I_{n,2}, \ldots, I_{n,n^2}\}$ denote the subdivision of $I_0$ into $n^2$ equal intervals similar to $I_0$, and $(x_{n,i}, y_{n,i})$, where $i=1, 2, \ldots, n^2$, the lower left-hand vertex of $I_{n,i}$. Let us divide any interval $I_{n,i}$ into two right-angled triangles $T_{n,i}$ and $T_{n,i}'$ by a diagonal, in such a way that the vertex $(x_{n,i}, y_{n,i})$ is that of the right angle of $T_{n,i}$. Consider for any $n$ the polyhedron $z=P_n(x, y)$ inscribed in the surface $z=F(x, y)$ and corresponding to the net formed on $I_0$ by the $2n^2$ triangles $T_{n,i}$ and $T_{n,i}'$ where $i=1, 2, \ldots, n^2$. 

\[
\]
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For brevity let $h_n = (b_1 - a_1)/n$ and $k_n = (b_2 - a_2)/n$; and let $\mu_n$ denote the upper bound of the differences $|F_x'(x'', y'') - F_x'(x', y')|$ and $|F_y'(x'', y'') - F_y'(x', y')|$ for all points $(x', y')$ and $(x'', y'')$ of $I_0$ such that $|x'' - x'| \leq h_n$ and $|y'' - y'| \leq k_n$.

Now if $s_{n,t}$ and $s'_{n,t}$ denote respectively the elementary areas of the faces of the polyhedron $z = P_n(x, y)$ which correspond to the triangles $T_{n,t}$ and $T'_{n,t}$, we notice at once that the areas of the projections of the former of these faces on the planes $xz$ and $yz$ are respectively equal to

$$\frac{1}{2} h_n |F(x_{n,i}, y_{n,i} + k_n) - F(x_{n,i}, y_{n,i})| = \frac{1}{2} h_n k_n |F'_y(x_{n,i}, y_{n,i})|$$

and

$$\frac{1}{2} h_n |F(x_{n,i} + h_n, y_{n,i}) - F(x_{n,i}, y_{n,i})| = \frac{1}{2} h_n k_n |F'_x(x_{n,i}, y_{n,i})|$$

where $x_{n,i} \leq x_{n,i} \leq x_{n,i} + h_n$ and $y_{n,i} \leq y_{n,i} \leq y_{n,i} + k_n$.

We therefore have $s_{n,t} = \frac{1}{2} \left[ |F'_x(x_{n,i}, y_{n,i})|^2 + |F'_y(x_{n,i}, y_{n,i})|^2 \right]^{1/2} |I_{n,t}|$.

and so, by the inequality (5.1), p. 171,

$$\sum_{t=1}^{n^2} s_{n,t} - \frac{1}{2} \sum_{t=1}^{n^2} \left[ |F'_x(x_{n,i}, y_{n,i})|^2 + |F'_y(x_{n,i}, y_{n,i})|^2 \right]^{1/2} |I_{n,t}| \leq \frac{1}{2} \sqrt{2} \mu_n |I_0|.$$

Since the partial derivatives $F'_x$ and $F'_y$ are by hypothesis continuous, it follows by making $n \to \infty$ that

$$\lim_n \sum_{t=1}^{n^2} s'_{n,t} = \frac{1}{2} \int I_0 \left\{ |F'_x(x, y)|^2 + |F'_y(x, y)|^2 \right\}^{1/2} dx \, dy,$$

and the same limit is clearly obtained for the sum of the $s''_{n,t}$.

By addition, together with an appeal to Theorem 6.5, we now derive the formula (7.2) and this completes the proof.

In what follows we shall apply the method of mean value integrals. Given in the plane a summable function $F(x, y)$, the sequence of functions $F_n(x, y) = n^2 \int_0^1 \int_0^1 F(x + u, y + v) \, du \, dv$ where $n = 1, 2, \ldots$, will be called sequence of mean value integrals of the function $F(x, y)$. It is clear that if the function $F$ is continuous, (i) the sequence of its mean value integrals $\{F_n(x, y)\}$ converges to $F(x, y)$ at every point $(x, y)$ of the plane, and uniformly on any interval, and (ii) the partial derivatives $\partial F_n/\partial x$ and $\partial F_n/\partial y$ exist everywhere and are
continuous. In fact, at any point \((x, y)\) a direct calculation gives
\[
\frac{\partial F_n(x, y)}{\partial x} = n^2 \int_0^{1/n} [F(x+1/n, y+v) - F(x, y+v)] dv
\]
and
\[
\frac{\partial F_n(x, y)}{\partial y} = n^2 \int_0^{1/n} [F(x+u, y+1/n) - F(x+u, y)] du.
\]

It was T. Radò [2] who first applied in the theory of the area of surfaces the method of mean value integrals. The rôle of these mean values is due to the fact that in the case in which the given function \(F\) is continuous, the sequence of areas of the surfaces \(z = F_n(x, y)\) on any interval tends to the area of the surface \(z = F(x, y)\) (vide, below, Theorem 7.3).

In the definition given above, the functions \(F_n\) are defined at each point \((x, y)\) as \(\text{“mean values”}\) of the function \(F\) over squares of which \((x, y)\) is a vertex; it goes without saying that we could also make use of mean values taken over squares, or circles, having \((x, y)\) as their centres. These mean values over circles are used for instance in potential theory (cf. F. Riesz [4] and G. C. Evans [1]).

(7.3) **Radò's Theorem.** If \(F(x, y)\) is a continuous function and \(\{F_n(x, y)\}\) is the sequence of mean value integrals of \(F(x, y)\), then
\[
(7.4) \quad H(F; I_0) = S(F; I_0) = \lim_{n \to \infty} S(F_n; I_0)
\]
for every interval \(I_0\).

**Proof.** Let \(\{z = P_n(x, y)\}\) be a sequence of polyhedra converging uniformly to the surface \(z = F(x, y)\), such that
\[
(7.5) \quad \lim_{n \to \infty} S_0(P_n; I_0) = S(F; I_0).
\]
Since the functions \(P_n(x, y)\) are absolutely continuous, it follows from Theorem 6.5 (cf. also § 2, p. 165) that \(S_0(P_n; I_0) = H(P_n; I_0)\) for every \(n\). Consequently, since the sequences of functions \(\{F_n\}\) and \(\{P_n\}\) converge uniformly to the function \(F\), it follows by using successively Theorem 2.1, the formula (7.5) and Theorem 6.8, that
\[
(7.6) \quad \liminf_{n \to \infty} S(F_n; I_0) \geq S(F; I_0) = \lim_{n \to \infty} H(P_n; I_0) \geq H(F; I_0).
\]

Now if the function \(F\) is not of bounded variation on \(I_0\), it follows from Theorem 5.13 that \(H(F; I_0) = +\infty\) and consequently the formula (7.4) follows at once from (7.6). We may therefore assume that the function \(F\) is of bounded variation on \(I_0\), and further (cf. § 4, p. 170) that \(F\) is continuous and of bounded variation on each interval of the plane.
Let us agree to denote, for any set $E$ in the plane, by $E^{(u, v)}$ the parallel translation of $E$ by the vector $(u, v)$ (cf. Chap. III, § 11); similarly, for a family of sets $\mathcal{E}$ in the plane, $\mathcal{E}^{(u, v)}$ will denote the family of all the sets obtained from sets $(\mathcal{E})$ by subjecting them to this translation. For any subinterval $I=[a_1, b_1; a_2, b_2]$ we then obtain

$$G_1(F_n; I) = \int_{a_1}^{b_1} \int_{a_2}^{b_2} \left| F_n(x, y) - F_n(x, a_2) \right| dx \leq n^2 \int_{0}^{1} \int_{0}^{1/n} \left| F(x + u, b_2 + v) - F(x + u, a_2 + v) \right| du dv,$$

and a similar formula for $G_2$. Hence by the inequality (5.2), p. 171,

$$G(F_n; I) = \left[ [G_1(F_n; I)]^2 + [G_2(F_n; I)]^2 \right]^{1/2} \leq n^2 \int_{0}^{1} \int_{0}^{1/n} \left( [G_1(F; I^{(u, v)})]^2 + [G_2(F; I^{(u, v)})]^2 \right) du dv =$$

$$= n^2 \int_{0}^{1} \int_{0}^{1/n} G(F; I^{(u, v)}) du dv.$$

Denoting by $\mathcal{S}_p$ the subdivision of $I_0$ into $p^2$ equal intervals similar to $I_0$, we obtain therefore, for every $p$,

$$G(F_n; \mathcal{S}_p) \leq n^2 \int_{0}^{1} \int_{0}^{1/n} G(F; \mathcal{S}_p^{(u, v)}) du dv;$$

and since by Lemma 3.4, $G(F; \mathcal{S}_p^{(u, v)})$ tends to $H(F; I_0^{(u, v)})$ as $p \to \infty$, uniformly in $u$ and $v$, we obtain in the limit

$$(7.7) \quad H(F_n; I_0) \leq n^2 \int_{0}^{1} \int_{0}^{1/n} H(F; I_0^{(u, v)}) du dv.$$

Finally the areas of the figures $I_0^{(u, v)} \supset I_0$ and $I_0 \supset I_0^{(u, v)}$ tend to 0 with $u$ and $v$ and each of these figures is a sum of two intervals. Hence since the expression $H(F; I)$ is by Theorem 6.1 a continuous function of the interval $I$, we have $\lim_{u \to 0, v \to 0} H(F; I_0^{(u, v)}) = H(F; I_0)$. On the other hand, since the functions $F_n(x, y)$ have continuous partial derivatives, we have, by Theorem 7.1, $S(F_n; I_0) \leq H(F_n; I_0)$ for each $n$. Therefore making $n \to \infty$ in (7.7), we find $\sup_n S(F_n; I_0) \leq H(F; I_0)$, which in conjunction with (7.6) gives the required relation (7.4).
§ 8. Tonelli's Theorem. The theorem of Radô just established, enables us to replace in all the theorems of this chapter the expression \( H(F; I) \) by the surface area \( S(F; I) \).

Thus for instance, Theorem 6.5 (formula (6.6)) expresses the fact that the elementary area of a polyhedron coincides with its area according to the general definition of area of a surface.

Theorem 6.8 contains a generalization of Theorem 2.1; it enables us to replace in its statement uniform convergence by ordinary convergence: we thus obtain a theorem similar to Lemma of Fatou (Chap. I, Theorem 12.10). It follows that the uniform convergence of the inscribed polygons, required in the definition of area, may be replaced by the ordinary convergence, so that the area of a continuous surface \( z = F(x, y) \) is the lower limit of the areas of polyhedra tending to this surface. Further, by Theorem 7.1, if a function \( F(x, y) \) has continuous partial derivatives, there exists a sequence of polyhedra inscribed in the surface \( z = F(x, y) \), tending uniformly to the latter and having areas which converge to the area of this surface. (For further generalizations vide S. Kempisty [1]. Cf. also on this subject H. Rademacher [3], W. H. Young [5], M. Fréchet [2] and T. Radó [5].) Finally, we obtain the following theorem, which sums up the most essential considerations of this chapter:

(8.1) Tonelli's Theorem. a) In order that a continuous surface \( z = F(x, y) \) have a finite area on an interval \( I_0 \), it is necessary and sufficient that the function \( F(x, y) \) be of bounded variation on \( I_0 \).

b) When this is the case, we have

\[
S(F; I_0) \geq \int \int_{I_0}
\left[ \left( \frac{\partial F}{\partial x} \right)^2 + \left( \frac{\partial F}{\partial y} \right)^2 + 1 \right]^{1/2} dx dy;
\]

the expression \( S(I) = S(F; I) \) is then an additive continuous function of the interval \( I \subset I_0 \) and we have for almost every point \( (x, y) \in I_0 \)

\[
S'(x, y) = \left[ \left( \frac{\partial F}{\partial x} \right)^2 + \left( \frac{\partial F}{\partial y} \right)^2 + 1 \right]^{1/2}.
\]

c) In order that we should have

(8.2) \[ S(F; I_0) = \int \int_{I_0}
\left[ \left( \frac{\partial F}{\partial x} \right)^2 + \left( \frac{\partial F}{\partial y} \right)^2 + 1 \right]^{1/2} dx dy, \]

it is necessary and sufficient that the function \( F(x, y) \) be absolutely continuous on \( I_0 \); and in order that this be the case it is necessary and sufficient that the area \( S(F; I) \) be an absolutely continuous function of the interval \( I \subset I_0 \).
Proof. The assertion a) follows directly from Theorem 5.13; b) and c) follows from Theorems 6.1 and 6.5 on account of Theorem 7.4, Chap. IV.

With regard to Theorem 8.1 vide L. Tonelli [5; 6; 7]. The necessity of condition a) was established a little earlier by G. Lampariello [1].

According to Tonelli's theorem, the relation of equality (8.2) can hold for a continuous surface $z=F(x, y)$ only in the case in which the function $F$ is absolutely continuous. Nevertheless, as proved by L. C. Young, this relation will remain valid for arbitrary continuous surfaces, as soon as we replace on the right-hand side the partial derivatives by ratios of finite differences and transpose the passage to the limit outside the integral sign. In fact:

(8.3) **Theorem.** For any continuous surface $z=F(x, y)$ and any interval $I_0$ we have

$$S(F; I_0) = \lim_{\alpha, \beta \to 0} \int \int_{I_0} \left\{ \frac{F(x+a, y)-F(x, y)}{\alpha} \right\}^2 + \left\{ \frac{F(x, y+\beta)-F(x, y)}{\beta} \right\}^2 + 1 \right\}^{1/2} dxdy;$$

and in order that the function $F$ be of bounded variation on $I_0$, it is necessary and sufficient that

$$\lim sup_{\alpha, \beta \to 0} \frac{1}{|\alpha|+|\beta|} \int \int_{I_0} |F(x+a, y+\beta)-F(x, y)| dxdy < +\infty.$$

Proof. Let $\{F_n\}$ be the sequence of mean value integrals (cf. § 7, p. 178) of the function $F$. Denote, for brevity, by $R(x, y; a, \beta)$ the expression under the integral sign on the right-hand side of (8.4), and by $R_n(x, y; a, \beta)$, for each positive integer $n$, the expression obtained from $R(x, y; a, \beta)$ by replacing $F$ by $F_n$. Finally let us write for $n=1, 2, \ldots$

$$R_n(x, y) = \lim_{\alpha, \beta \to 0} R_n(x, y; a, \beta) = \{[\partial F_n(x, y)/\partial x]^2 + [\partial F_n(x, y)/\partial y]^2 + 1\}^{1/2}.$$
For this purpose, let \( I \) be any interval in the interior of \( I_0 \). By means of the inequality (5.2), p. 171, we easily find that

\[
R_n(x, y; \alpha, \beta) \leq n^2 \int_0^{1/n} \int_0^{1/n} R(x+u, y+v; \alpha, \beta) \, du \, dv.
\]

Now let \( n \) be a positive integer, sufficiently large in order that \((x, y) \in I\), \(|u| < 1/n\) and \(|v| < 1/n\) should imply \((x+u, y+v) \in I_0\). We then have

\[
\int_I \int_I R(x+u, y+v; \alpha, \beta) \, dx \, dy \leq \int_I \int_I R(x, y; \alpha, \beta) \, dx \, dy
\]

and consequently, by (8.8),

\[
\int_I \int_I R_n(x, y; \alpha, \beta) \, dx \, dy \leq \int_I \int_I R(x, y; \alpha, \beta) \, dx \, dy.
\]

Making \( a \to 0 \) and \( \beta \to 0 \), we obtain in the limit

\[
S(F_n; I) \leq \liminf_{a, \beta \to 0} \int_I R(x, y; \alpha, \beta) \, dx \, dy.
\]

This relation being thus established for each interval \( I \subset I_0 \), we may replace, on its left-hand side, \( I \) by \( I_0 \), and making still \( n \to \infty \) we obtain the relation (8.6).

In order to prove the relation (8.7), let us first observe that the latter is obvious in the case in which \( S(F_n; I_0) = +\infty \). We may therefore assume that the function \( F(x, y) \) is of bounded variation on \( I_0 \) and moreover (cf. § 4, p. 170) of bounded variation on every interval in the plane and periodic with respect to each variable. We can therefore determine an interval \( J_0 = [a_1, b_1; a_2, b_2] \) containing \( I_0 \) in its interior, such that its sides \( a_1 - a_2 \) and \( b_2 - a_2 \) are the periods of \( F(x, y) \) with respect to \( x \) and \( y \) respectively.

This being so, we find easily, on account of the inequality (5.1), p. 171, that, for any pair of positive integers \( n \) and \( k \),

\[
R_n(x, y; \alpha, \beta) \leq \frac{1}{k} \sum_{j=0}^{k-1} R_n(x+j\alpha/k, y+j\beta/k; \alpha/k, \beta/k).
\]

By integrating the two sides of this inequality over \( J_0 \), and taking account of the periodicity of the function \( F \), we obtain

\[
\int_{J_0} \int_{J_0} R_n(x, y; \alpha, \beta) \, dx \, dy \leq \int_{J_0} \int_{J_0} R_n(x, y; \alpha/k, \beta/k) \, dx \, dy;
\]

and hence, passing to the limit, making first \( k \to \infty \), and then \( n \to \infty \), we find by Radô's Theorem 7.3,
\[ \int \int_{J_0} R(x, y; \alpha, \beta) \, dx \, dy \leq \lim_{n} \int \int_{J_0} R_n(x, y) \, dx \, dy = \lim_{n} S(F_n; J_0) = S(F; J_0), \]

and so

\[ \limsup_{\alpha, \beta \to 0} \int_{J_0} R(x, y; \alpha, \beta) \, dx \, dy \leq S(F; J_0). \]

Now, by the result already established in the inequality (8.6), we have

\[ \liminf_{\alpha, \beta \to 0} \int_{J} R(x, y; \alpha, \beta) \, dx \, dy \geq S(F; I) \]

for every interval \( I \).

It follows at once that (8.9) remains valid when we replace the interval \( J_0 \) by any subinterval of \( J_0 \), and in particular by the interval \( I_0 \). We thus obtain the relation (8.7).

Finally let us remark that on account of the relation (8.4), in order that the area of the surface \( z = F(x, y) \) on \( I_0 \) be finite, it is necessary and sufficient that

\[ \limsup_{\alpha \to 0} \frac{1}{|\alpha|} \int_{I_0} |F(x + \alpha, y) - F(x, y)| \, dx \, dy < +\infty \]

and

\[ \limsup_{\beta \to 0} \frac{1}{|\beta|} \int_{I_0} |F(x, y + \beta) - F(x, y)| \, dx \, dy < +\infty. \]

Now this pair of relations is easily seen to be equivalent to the relation (8.5) which therefore expresses a condition necessary and sufficient in order that the function \( F \) should be of bounded variation on \( I_0 \). This completes the proof.

A statement analogous to Theorem 8.3 can be made for curves (cf. Chap. IV, § 8). If \( C \) is a continuous curve defined by the equations \( x = X(t), y = Y(t) \) on any interval \( I_0 = [a, b] \) is given by the formula

\[ S(C; I_0) = \lim_{h \to 0} \int_{a}^{b} \left\{ \left[ \frac{X(t+h) - X(t)}{h} \right]^2 + \left[ \frac{Y(t+h) - Y(t)}{h} \right]^2 \right\}^{1/2} \, dt. \]

In particular therefore, in order that a continuous function \( G(t) \) be of bounded variation on an interval \([a, b] \), it is necessary and sufficient that

\[ \limsup_{h \to 0} \frac{1}{|h|} \int_{a}^{b} |G(t+h) - G(t)| \, dt < +\infty. \]
This assertion can be proved by the method of mean value integrals in a manner quite similar to that we made use of in the theory of areas of surfaces $z = F(x, y)$, but for curves this method can be very much simplified. Let us observe further that the relation (8.11) may be interpreted in a more general sense. In fact, given any summable function $G(t)$, the relation (8.11) is the necessary and sufficient condition in order that the function $G$ be almost everywhere on $[a, b]$ equal to a function of bounded variation (vide G. H. Hardy and J. E. Littlewood [1]; cf. also A. Zygmund [I, p. 106]).

Finally the relation (8.10) holds for any rectifiable curve given by the equations $x = X(t)$, $y = Y(t)$, where the functions $X(t)$ and $Y(t)$ are not necessarily continuous, provided however that for each $t$ the point $(X(t), Y(t))$ lies on the segment joining the points $(X(t-), Y(t-))$ and $(X(t+), Y(t+))$. 
CHAPTER VI.

Major and minor functions.

§ 1. Introduction. Major and minor functions (defined in § 3 of this chapter) were first introduced by Ch. J. de la Vallée Poussin in his study of the properties of the Lebesgue integral and those of additive functions of a set. Entirely equivalent notions (of "Ober"- and "Unterfunktionen") were introduced independently by O. Perron [1], who based on them a new definition of integral, which does not require the theory of measure. Although, in its original form, this definition concerned only integration of bounded functions, its extension to unbounded functions was easy and led, as shown by O. Bauer [1], to a process of integration more general than that of Lebesgue. Moreover, as we shall see in § 6, the Perron integral may be regarded as a synthesis of two fundamental conceptions of integration: one corresponding to the idea of definite integral as limit of certain approximating sums, and the other to that of indefinite integral understood as a primitive function.

It is usual to associate these two conceptions of integration with the names of Leibniz and Newton. In accordance with this distinction (which is largely a matter of convention) we shall call a function of a real variable \( F \) indefinite integral, or primitive, of Newton for a function \( f \), if \( F \) has everywhere its derivative finite and equal to \( f \). The function \( f \) will then be termed integrable in the sense of Newton, and the increment of the function \( F \) on an interval \( I_0 \), will be called definite integral of Newton of \( f \) on \( I_0 \). As is seen immediately, this definition implies that any function which is integrable in the sense of Newton is everywhere finite. This restriction is essential (cf. the example of § 7, p. 206) for the unicity of integration in the sense of Newton, which then follows from classical theorems of Analysis, or, if we like, from Theorem 3.1, or from Theorem 7.1 of this chapter.

The theory of the integral was first developed on Newtonian lines. This is easily accounted for if we think how much simpler the inverse
of the operation of derivation must have seemed than the notion of definite integral as defined by Leibniz. It was A. Cauchy [I, t. 4, p. 122] who returned to the idea of Leibniz in order to apply it to integration of continuous functions, for which the methods of Cauchy and Newton are actually completely equivalent. This equivalence disappears, however, as soon as we pass on, with Riemann, to integration of discontinuous functions. In fact, even in the domain of bounded functions to which the Riemann process applies, there exist on the one hand (as we see at once) functions which are integrable in the sense of Riemann but have no primitive, and on the other hand (as shown by V. Volterra [1]; cf. also H. Lebesgue [II, p. 100]) functions which have a primitive but are not integrable in the Riemann sense. Also the Lebesgue process of integration does not include the integral of Newton, not even when the functions to be integrated are everywhere finite.

Thus, the function \( F(x) = x^2 \sin(\pi/x^2) \) for \( x \neq 0 \), completed by writing \( F(0) = 0 \), has in the whole interval \([0, 1]\) a finite derivative which vanishes for \( x = 0 \) and which is bounded on every interval \([\varepsilon, 1]\), where \( 0 < \varepsilon < 1 \). On every interval \([\varepsilon, 1]\) the function \( F(x) \) is therefore absolutely continuous. On the other hand, on the whole interval \([0,1]\) the function is not even of bounded variation. Hence \( F'(x) \) is not summable on \([0,1]\), since its indefinite Lebesgue integral could then differ only by an additive constant from \( F(x) \) on \([0,1]\), and this is impossible.

We have thus been led to the problem of determining a process of integration which includes both that of Lebesgue and that of Newton. As an application of the method of major and minor functions, we shall consider in this chapter (§§ 6 and 7) the solution of this problem constituted by the Perron integral. Another solution, the Denjoy integrals, will be treated in Chapter VIII.

The notions of major and minor functions, and their applications to Lebesgue integration, will be discussed here for arbitrary spaces \( \mathbb{R}_m \). In defining the Perron integral, however, we shall limit ourselves to functions of one real variable. Although recently various authors have treated the extension of this integral to Euclidean spaces of any number of dimensions, the present state of the theory does not allow us to decide as to the importance of this generalization. On the contrary, in the domain of functions of a real variable, the method of major and minor functions as a means of generalizing the notion of integral has already repeatedly shown its fruitfulness. In the memoir of J. Marcinkiewicz and A. Zygmund [1], the reader will find new applications of this method in connection with certain fundamental problems of the theory of trigonometrical series (cf. also J. Ridder [11]).
§ 2. Derivation with respect to normal sequences of nets. Given a regular sequence  \( \mathcal{R} = \{ \mathcal{R}_k \} \) of nets of intervals (vide Chap. III, § 2) in a space  \( \mathbb{R}_m \) and a function of an interval  \( F \) in  \( \mathbb{R}_m \), we shall call upper derivate of  \( F \) at a point  \( x \) with respect to the sequence of nets  \( \mathcal{R} \) the upper limit of the ratio  \( F(Q)/|Q| \) as  \( \delta(Q) \to 0 \), where  \( Q \) denotes any interval containing  \( x \) and belonging to one of the nets of the sequence  \( \mathcal{R} \). By symmetry we define similarly the lower derivate of  \( F \) at  \( x \) with respect to the sequence of nets  \( \mathcal{R} \). We shall denote these two derivate by  \( (\mathcal{R}) F(x) \) and  \( (\mathcal{R}) F(x) \). When they are equal at a point  \( x \), their common value will be denoted by  \( (\mathcal{R}) F(x) \) and called derivative of  \( F \) at  \( x \) with respect to the sequence of nets  \( \mathcal{R} \).

These definitions are similar to those given in § 15, Chap. IV, in connection with derivation of additive functions of a set  \( \mathcal{B} \) in a metrical space. It should be observed, however, that additive functions of a set  \( \mathcal{B} \) correspond to additive functions of an interval of bounded variation, whereas in the present § we treat derivation of additive functions of an interval without supposing them a priori of bounded variation. For this reason it will be necessary to impose certain restrictions on the nets considered in this §, and to distinguish a class of nets which we shall call, for brevity, normal nets. The latter are, in point of fact, the nets occurring most frequently in applications (cf., for instance, Chap. III, p. 58).

A system of intervals will be called a normal net in the space  \( \mathbb{R}_m \), when it consists of the closed intervals  \( [a_k^{(1)}, a_{k+1}^{(1)}; a_k^{(2)}, a_{k+1}^{(2)}; \ldots; a_k^{(m)}, a_{k+1}^{(m)}] \) for  \( k = 0, \pm 1, \pm 2, \ldots \), which are determined by systems of numbers  \( a_k^{(i)} \) subject to the conditions  \( a_k^{(i)} < a_{k+1}^{(i)} \) for  \( i = 1, 2, \ldots, m \) and  \( k = \ldots, -1, 0, +1, \ldots \), and  \( \lim_{k \to \infty} a_k^{(i)} = \pm \infty \). A regular sequence of normal nets will be termed normal sequence.

(2.1) **Theorem.** Let  \( \mathcal{R} = \{ \mathcal{R}_k \} \) be a normal sequence of nets,  \( g(x) \) a function which is summable in the space  \( \mathbb{R}_m \) and  \( F \) a continuous additive function of an interval such that (i)  \( (\mathcal{R}) F(x) \geq -\infty \) at every point  \( x \), except at most those of an enumerable set, and (ii)  \( F''(x) \geq g(x) \) at almost all the points  \( x \) at which the function  \( F \) is derivable in the ordinary sense.

Then for every interval  \( I \), we have

\[
F(I) \geq \int_{I} g(x) \, dx;
\]

i. e.  \( F \) is a function of bounded variation, whose function of singularities is monotone non-negative.
Proof. Consider the points in every neighbourhood of which there exist intervals $I$ for which the inequality (2.2) is false, and let $P$ denote the set of these points. The set $P$ is evidently closed, and we see easily that the relation (2.2) must hold for every interval $I$ such that $I^o \subseteq CP$. For if this were not the case, we could determine first an interval $I \subseteq CP$ such that $F(I) < \int_I g(x) \, dx$, and then, by the method of successive subdivisions, a descending sequence $\{I_n\}$ of subintervals of $I$ such that $\delta(I_n) \to 0$ as $n \to \infty$ and that $F(I_n) < \int_{I_n} g(x) \, dx$ for $n=1, 2, \ldots$. Therefore, denoting by $a$ the common point of the intervals $I_n$, we should have $a \in P$, which is clearly impossible.

It follows that in order to establish the validity of the inequality (2.2) for all intervals $I$, we need only prove that $P = \emptyset$. Suppose therefore, if possible, that $P \neq \emptyset$. Let us denote, for any pair of positive integers $k$ and $h$, by $N_{k,h}$ the sum of all the intervals $I$ of the net $\mathcal{N}_k$ for which $F(I) > -h \cdot |I|$. Therefore by writing $N_h = \bigcup_{k=h}^{\infty} N_{k,h}$, we obtain a sequence $\{N_h\}$ of closed sets whose sum, according to condition (i), covers the whole space except for an at most enumerable set. Consequently, on account of Baire's Theorem (Chap. II, Theorem 9.2), the set $P$ contains a portion which either consists of a single point, or else is contained in a set $N_h$. The former case is excluded since it is evident from the continuity and additivity of the function $F$ that the set $P$ contains no isolated points. Therefore there exists a positive integer $h_0$ and an open sphere $S$ such that $0 \notin P \cdot S \subseteq N_{h_0}$. Let us write $H(I) = F(I) + h_0 \cdot |I| + \int_I |g(x)| \, dx$ where $I$ is any interval. We shall have $H(I) \geq 0$ for any interval $I$ such that $I^o \subseteq CP$, as well as for any interval $I$ belonging to a net $\mathcal{N}_k$ of index $k \geq h_0$ and having points of the set $N_{h_0}$ in its interior. Therefore $H(I) \geq 0$ for any interval $I \subseteq S$ belonging to a net $\mathcal{N}_k$ of index $k \geq h_0$, and consequently, by additivity and continuity of $H$, we have $H(I) \geq 0$, i.e. $F(I) \geq -h_0 \cdot |I| - \int_I |g(x)| \, dx$, for any interval $I \subseteq S$ whatsoever. It follows at once that the function $F$ is of bounded variation in $S$ and that the function of singularities of $F$ (cf. Chap. IV, p. 120) is monotone non-negative in $S$. 
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Hence, by condition (ii), \( F(I) > \int F'(x)dx \geq \int g(x)dx \) for every interval \( I \subseteq S \). But since \( P \cdot S \neq 0 \) we thus arrive at a contradiction and this completes the proof.

As an immediate corollary of Theorem 2.1, we have

\[ (2.3) \textbf{Theorem.} \textit{If } R \textit{ is a normal sequence of nets in the space } R_m \textit{ and if } F \textit{ is a continuous additive function of an interval such that:} \\
(i) \( -\infty < (R)F'(x) \leq (R)\bar{F}(x) < +\infty \) for each point \( x \) except at most the points of an enumerable set, (ii) the (ordinary) derivative \( F'(x) \) is summable on each portion of the set of the points at which this derivative exists; then the function } F \textit{ is almost everywhere derivable and is the indefinite integral of its derivative.} \]

For Theorems 2.1 and 2.3 cf. J. Ridder [2]. Let us remark that in the case where the function \( F \) is of bounded variation, these theorems are included in Theorem 15.7, Chap. IV, which concerns derivation of additive functions of a set in an abstract metrical space.

It follows easily from Theorem 15.12, Chap. IV, that \( F'(x) = (R)F'(x) \) almost everywhere for any regular sequence of nets of intervals \( R \) and for any additive function of an interval \( F \) which is continuous and of bounded variation. This remark enables us to replace condition (ii) of Theorem 2.1 by the following: (ii-bis) \( F'(x) = (R)F'(x) \geq g(x) \) at almost all the points \( x \) at which the two derivatives \( F'(x) \) and \( (R)F'(x) \) exist, are finite and equal. Similarly we may modify condition (ii) of Theorem 2.3.

As it follows from an example due to A. J. Ward [7], the inequality \( (R)F(x) \rightarrow -\infty \) in condition (i) of Theorem 2.1 cannot be replaced by \( (R)\bar{F}(x) > -\infty \).

\section*{§ 3. Major and minor functions.}

Before introducing the fundamental definitions of the theory of the Perron integral, we shall prove

\[ (3.1) \textbf{Theorem.} \textit{If an additive function of an interval } F \textit{ (not necessarily continuous) has a non-negative lower derivative at each point } x \textit{ of an interval } I_0, \textit{ then } F(I_0) \geq 0. \]

\textbf{Proof.} Let \( \varepsilon \) be any positive number and write \( G(I) = F(I) + \varepsilon \cdot |I| \) for every interval \( I \). Then \( G(x) \geq \varepsilon > 0 \) at each point \( x \in I_0 \). Suppose that \( G(I_0) \leq 0 \). By the method of successive subdivisions, we could then determine a descending sequence \( \{I_n\} \) of intervals similar to \( I_0 \), such that \( G(I_n) \leq 0 \) for \( n = 0, 1, 2, \ldots \) and that \( \delta(I_n) \to 0 \) as \( n \to \infty \). Therefore, denoting by \( x_0 \) the common point of the intervals \( I_n \), we should have \( G(x_0) \leq 0 \) which is impossible. Hence \( G(I_0) > 0 \), and this gives \( F(I_0) > -\varepsilon \cdot |I_0| \) for each \( \varepsilon > 0 \), and finally \( F(I_0) \geq 0 \).
An additive function of an interval $F$ is termed major [minor] function of a function of a point $f$ on a figure $R_0$ if, at every point $x$ of this figure, $-\infty \leq F_s(x) \geq f(x)$ $[+\infty \leq \bar{F}_s(x) \leq f(x)]$. It follows at once from Theorem 3.1 that if the functions of an interval $U$ and $V$ are respectively a major and a minor function of a function $f$ on a figure $R_0$, their difference $U-V$ is monotone non-negative on $R_0$.

(3.2) **Theorem.** If $f$ is a summable function, then, for each $\varepsilon > 0$, the function $f$ has an absolutely continuous major function $U$ and an absolutely continuous minor function $V$ such that, for each interval $I$,

$$0 \leq U(I) - \int_I f(x) \, dx \leq \varepsilon$$

and

$$0 \leq \int_I f(x) \, dx - V(I) \leq \varepsilon.$$

**Proof.** On account of the theorem of Vitali-Carathéodory (Chap. III, Theorem 7.6) we can associate with the function $f$ two summable functions, one a lower semi-continuous function $g$ and the other an upper semi-continuous function $h$, such that

(i) $-\infty \leq g(x) \geq f(x) \geq h(x) \geq +\infty$ at every point $x$ and that

(ii) $\int_I [g(x) - f(x)] \, dx < \varepsilon$ and $\int_I [f(x) - h(x)] \, dx < \varepsilon$ for every interval $I$.

Therefore, if we denote by $U$ and $V$ the indefinite integrals of the functions $g$ and $h$ respectively, we find by Theorem 2.2, Chap. IV, that $U_s(x) \geq g(x) \geq h(x) \geq \bar{V}_s(x)$, and so, on account of (i), that

$-\infty \leq U_s(x) \geq f(x)$ and $+\infty \leq \bar{V}_s(x) \leq f(x)$ at each point $x$. Finally, (ii) then implies the relations (3.3) and this completes the proof.

Theorem 3.2 can easily be inverted. Thus: in order that a function of a point $f$ be summable, it is necessary and sufficient that for each $\varepsilon > 0$ there exist two absolutely continuous functions of an interval $U$ and $V$, the one a major and the other a minor function of $f$, which fulfil the condition $U(I) - V(I) < \varepsilon$ for every interval $I$. (These absolutely continuous functions may clearly be replaced by functions of bounded variation, and if the function $f$ is supposed measurable, then, of course, for its summability there suffices the existence of two functions of bounded variation, one of which is a major and the other a minor function of $f$.)

*§ 4. Derivation with respect to binary sequences of nets.* The theorems of § 2 concerned derivation of additive functions with respect to any normal sequence of nets of intervals. For certain purposes however, more special sequences of nets are required. We shall say that a normal sequence $\{N_k\}_{k=1,2,\ldots}$ of nets in the space $R_m$ is binary, if the net $N_{k+1}$ (where $k=1, 2, \ldots$) is obtained by subdividing each interval $N$ of the net $N_k$ into $2^m$ equal intervals similar to $N$. 


An application of this notion may be found in the following theorem which is proved similarly to Lemma 11.8 of Chap. IV: If $\mathcal{R}$ is a binary sequence of nets, any additive function of an interval $F$ is derivable with respect to $\mathcal{R}$ at almost all the points at which either $(\mathcal{R})F(x)\to -\infty$ or $(\mathcal{R})\overline{F}(x)\to +\infty$.

Another application, of particular interest, is due to A. S. Besicovitch [3] who, by using derivation with respect to a binary sequence of nets, established a theorem on complex functions (vide below § 5). The substance of Besicovitch's result is contained in Theorem 4.4 below. We must first, however, give some subsidiary definitions.

For definiteness, just as in § 11, Chap. IV, we shall fix in the space $\mathbb{R}_m$ a binary sequence of nets $\mathcal{Q}=\{\mathcal{Q}_k\}$, where $\mathcal{Q}_k$ denotes, for $k=1, 2, \ldots$, the net formed by the cubes

$$[p_1/2^k, (p_1 + 1)/2^k; p_2/2^k, (p_2 + 1)/2^k; \ldots; p_m/2^k, (p_m + 1)/2^k]$$

where $p_1, p_2, \ldots, p_m$ are arbitrary integers; it goes without saying that in Theorem 4.4 this sequence may be replaced by any binary sequence whatsoever.

Given a non-negative number $a$, we shall say that a function of an interval $F$ fulfils the condition $(1^+)$ [condition $(1^-)$] at a point $x$, if $\liminf_{\delta(I)\to 0} F(I)/[\delta(I)]^a \geq 0$ [$\limsup_{\delta(I)\to 0} F(I)/[\delta(I)]^a \leq 0$], where $I$ is any interval containing $x$. If a function $f$ fulfils the condition $(1^+) [(1^-)]$ at every point of a figure $R$, we shall say simply that $f$ fulfils this condition on $R$. Finally, we shall say that a function fulfils the condition $(1_\alpha)$ at a point, or on a figure, if it fulfils simultaneously the conditions $(1^+)$ and $(1^-)$.

We recall further the notation $\Lambda_\alpha(E)$ for the $\alpha$-dimensional measure of a set $E$ (cf. Chap. II, p. 53).

(4.1) **Lemma.** Given a set $E$ in the space $\mathbb{R}_m$, together with a positive integer $k_0$ and a non-negative number $\alpha < m$, there exists for each $\epsilon > 0$ a sequence $\{Q_n\}$ of intervals belonging to the nets $\mathcal{Q}_k$ for $k \geq k_0$, which fulfils the following conditions:

(i) $\sum [\delta(Q_n)]^a \leq (4\delta)^m \cdot [\Lambda_\alpha(E) + \epsilon]$;

(ii) to each point $x$ of $E$ there corresponds a positive integer $k \geq k_0$ such that all the intervals of the net $\mathcal{Q}_k$ which contain the point $x$ belong to the sequence $\{Q_n\}$.

**Proof.** Let us cover $E$ by a sequence $\{E_i\}_{i=1, 2, \ldots}$ of sets such that $0 < \delta(E_i) < 1/2^{k_0+1}$ for $i=1, 2, \ldots$ and such that

(4.2) $\sum \delta(E_i))^a \leq \Lambda_\alpha(E) + \epsilon$. 
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Let us denote by $k_i$, for each $i=1,2,...$, a positive integer such that

$$1/2^{k_i} > \delta(E_i) \geq 1/2^{k_{i+1}}. \quad (4.3)$$

We easily see that $k_i > k_0$ for every $i$, and that each net $Q_{k_i}$ for $i=1,2,...$, can contain at most $2^m$ intervals having points in common with $E_i$. Let $\{Q_n\}_{n=1,2,...}$ be the sequence of all the intervals belonging to the nets $Q_{k_1}, Q_{k_2},..., Q_{k_i},...$ and having points in common with the sets $E_1, E_2, E_i, ...$ respectively. The sequence $\{Q_n\}$ clearly fulfils the condition (ii). Moreover, we find on account of (4.3),

$$\sum_n [\delta(Q_n)]^a \leq 2^m \sum_i a_i \cdot 2^{-a_k} \leq 2^m m^a \sum_i 2^{-a(k_{i+1})} \leq (4m)^m \sum_i [\delta(E_i)]^a,$$

and this by (4.2) gives at once the condition (i).

(4.4) Theorem. Suppose that $F$ is a continuous additive function of an interval in the space $R_m$ and fulfils the condition (1) where $0 \leq a < m$, and that $g$ is a summable function. Suppose further that (i) $(?) F(x) > -\infty$ at every point $x$ except at most those of a set $E$ expressible as the sum of an enumerable infinity of sets of finite measure $(\Lambda_a)$, and that (ii) $(?) F(x) \geq g(x)$ at almost all points $x$; then

$$F(I_0) \geq \int_{I_0} g(x) \, dx \quad (4.5)$$

for every interval $I_0$.

Proof. Since the function $F$ is continuous, it will suffice to prove (4.5) in the case in which the interval $I_0$ belongs to one of the nets $Q_k$, to the net $Q_{k_i}$, say. Further by changing, if necessary, the values of $g$ on a set of measure zero, we can assume that the inequality $(?) F(x) \geq g(x)$ holds at every point $x$.

Let $\epsilon$ be a positive number and let $V$ be a minor function of $g$ (cf. § 3, particularly Theorem 3.2) such that

$$V(I_0) > \int_{I_0} g(x) \, dx - \epsilon. \quad (4.6)$$

Let us write $G(I) = F(I) - V(I) + \epsilon \cdot |I|$, where $I$ denotes any interval. We shall have $(?) G(x) \geq (?) F(x) - \bar{V}(x) + \epsilon \geq \epsilon > 0$ at every point $x$ except at most at the points of $E$. Finally, since $\bar{V}_s(x) < +\infty$ at every point $x$, the function $V$ fulfils the condition $(l_0^a)$ and the function $G$ therefore fulfils the condition $(l_0^a)$. 
Let us now represent the set $E$ as the sum of a sequence \( \{E_i\}_{i=1,2,...} \) of sets of finite measure \( (\Lambda_a) \), and denote, for each pair of positive integers \( i \) and \( n \), by \( R_{i,n} \) the set of the points \( x \) such that the inequality \( G(I) > -\varepsilon [\delta(I)]^a / 2^i [\Lambda_a(E_i) + 1] \) holds whenever \( I \) is an interval containing \( x \) and belonging to one of the nets \( \Omega_k \) for \( k \geq n \). The sets \( R_{i,n} \) are evidently measurable \( (\mathcal{B}) \) (they are actually sets \( (\mathcal{G}_b) \)). Moreover, since the function \( G \) fulfills the condition \( (1^*) \), the sum \( \sum_n R_{i,n} \) must, for each integer \( i \), cover the whole space \( R \). Hence, writing \( E_{i,n} = E_i \cdot (R_{i,n} - R_{i,n-1}) \) for \( n > 1 \), and \( E_{i,1} = E_i \cdot R_{i,1} \), we find that

\[
A_a(E_i) = \sum_n A_a(E_{i,n}) \quad \text{for} \quad i = 1, 2, \ldots.
\]

This being so, it follows from Lemma 4.1 that for each pair of positive integers \( i \) and \( n \), we can determine a sequence \( \{Q_{i,n}^{(j)}\}_{j=1,2,...} \) of cubes which belong to the nets \( \Omega_k \) for \( k \geq n \), and fulfill the following conditions:

\[
\sum_j [\delta(Q_{i,n}^{(j)})]^a \leq (4m)^m \cdot [\Lambda_a(E_{i,n}) + 1 / 2^n];
\]

\[
(4.8)
\]

(4.9) to each point \( x \in E_{i,n} \) there corresponds an integer \( k \geq k_0 \) such that each cube of the net \( \Omega_k \), containing \( x \), belongs to the sequence \( \{Q_{i,n}^{(j)}\}_{j=1,2,...} \);

\[
(4.9)
\]

(4.10) each cube \( Q_{i,n}^{(j)} \) has points in common with the set \( E_{i,n} \) and therefore fulfills the inequality \( G(Q_{i,n}^{(j)}) > -\varepsilon [\delta(Q_{i,n}^{(j)})]^a / 2^i [\Lambda_a(E_i) + 1] \).

For brevity, let us agree to say that an interval has the property \( (A) \), when it is representable as the sum of a finite number of non-overlapping intervals \( I \) each of which either fulfills the inequality \( G(I) > 0 \), or else coincides with one of the cubes \( Q_{i,n}^{(j)} \). We remark that on account of (4.10), (4.8) and (4.7), the inequality

\[
G(R) > -\varepsilon \cdot \sum_{i,n} [\delta(Q_{i,n}^{(j)})]^a / 2^i [\Lambda_a(E_i) + 1] \geq \n\]

\[
\geq -(4m)^m \cdot \varepsilon \cdot \sum_{i,n} [\Lambda_a(E_{i,n}) + 1 / 2^n] / 2^i [\Lambda_a(E_i) + 1] = -(4m)^m \cdot \varepsilon
\]

is valid whenever \( R \) is a figure consisting of any finite number of non-overlapping cubes \( Q_{i,n}^{(j)} \), and therefore that the inequality \( G(I) > -(4m)^m \cdot \varepsilon \) must hold for every interval \( I \) having the property \( (A) \).
We shall now show that the interval \( I_0 \) itself has the property (\( A \)), so that \( G(I_0) \geq -(4m)^m \varepsilon \). Let us suppose the contrary. We could then, starting with \( I_0 \), construct a decreasing sequence \( \{I_p\} \) of cubes belonging to the nets \( Q_k \) and none of which has the property (\( A \)). Let \( x_0 \) be the common point of these cubes. Then either \( x_0 \in E \), and consequently, by (4.9), the sequence contains cubes \( Q^{(\ell)}_{i,n} \); or \( x_0 \in C_E \), so that \( (Q)G(x_0) > 0 \), and therefore \( G(I_p) > 0 \) for each sufficiently large \( p \). Thus in both cases, the sequence \( \{I_p\} \) would contain intervals with the property (\( A \)) and we arrive at a contradiction. It follows that \( G(I_0) \geq -(4m)^m \varepsilon \), and therefore, by (4.6), that

\[
F(I_0) = G(I_0) + V(I_0) - \varepsilon: |I_0| \geq \int_{I_0} g(x) dx - [1 + (4m)^m + |I_0|] \varepsilon;
\]

since \( \varepsilon \) is an arbitrary positive number, this gives the relation (4.5).

* § 5. Applications to functions of a complex variable.

We now interpret the points of the plane \( \mathbb{R}_2 \) as complex numbers and, as usual, we call complex function of a complex variable every function of the form \( u + iv \) where \( u \) and \( v \) are real functions in the whole plane, or in an open set. The functions \( u \) and \( v \) are termed real part and imaginary part of the function \( f \). A complex function is said to be continuous (at a point, or in an open set), if its real and imaginary parts are both continuous.

Given a complex function \( f \), continuous in an open set \( G \), and having the real and imaginary parts \( u \) and \( v \) respectively, we shall write for every interval \( I = [a_1, b_1; a_2, b_2] \) contained in \( G \):

\[
J_1(f; I) = \int_{a_1}^{b_1} [u(x, b_2) - u(x, a_2)] dx - \int_{a_1}^{b_2} [v(b_1, y) - v(a_1, y)] dy,
\]

(5.1)

\[
J_2(f; I) = \int_{a_2}^{b_2} [u(b_1, y) - u(a_1, y)] dy - \int_{a_1}^{b_1} [v(x, b_2) - v(x, a_2)] dx,
\]

and

\[
J(f; I) = J_1(f; I) + iJ_2(f; I).
\]

The expression \( J(f; I) \), which will also be denoted by \( \int_I f dz \), will be called curvilinear integral of the function \( f \) along the boundary of the interval \( I \). The function \( f \) will be termed holomorphic in an open set \( G \), if \( J(f; I) = 0 \) for every interval \( I \subset G \). (The equivalence
of this definition of the term "holomorphic" — used here in place of terms such as "regular", "analytic", etc. — with the more familiar definitions of the theory of complex functions, follows from the well-known theorem of Morera [1]. We verify at once that this relation holds when \( f(z) = az + b \) where \( a \) and \( b \) are any complex constants.

If \( f \) is a complex function, continuous in an open set \( G \), the expressions \( J_1(f; I) \) and \( J_2(f; I) \) are continuous additive functions of the interval \( I \) in \( G \). Moreover

\[
|J_1(f; I)| \leq |J(f; I)| \quad \text{and} \quad |J_2(f; I)| \leq |J(f; I)|
\]

for each interval \( I \) in \( G \). On account of Theorem 2.3, we therefore obtain at once the following theorem due to J. Wolff [1] (cf. also H. Looman [2] and J. Riddler [1; 2]):

(5.2) **Theorem.** A complex function \( f \), continuous in an open set \( G \), is holomorphic in \( G \) if at almost all points \( z \) of \( G \),

\[
\lim \inf_{\delta(Q) \rightarrow 0} \frac{1}{|Q|} \left| \int_{(Q)} f(z) \, dz \right| = 0,
\]

and if at all points \( z \) of \( G \), except at most those of an enumerable set,

\[
\lim \sup_{\delta(Q) \rightarrow 0} \frac{1}{|Q|} \left| \int_{(Q)} f(z) \, dz \right| < +\infty,
\]

where \( Q \) denotes any square containing \( z \).

A complex function is called *derivable* at a point \( z_0 \), if the ratio \( [f(z) - f(z_0)]/(z - z_0) \) tends to a finite limit when \( z \) tends to \( z_0 \) in any manner. This limit is called *derivative* of \( f \) at \( z_0 \) and is denoted by \( f'(z_0) \).

Let \( f \) be any complex function, defined in the neighbourhood of a point \( z_0 \). If we have \( \limsup \limits_{h \rightarrow 0} \frac{|[f(z_0 + h) - f(z_0)]/h|}{|h|} < +\infty \), we can write \( f(z) = f(z_0) + M(z) \cdot (z - z_0) \), where \( M(z) \) is a function of \( z \) which is bounded in the neighbourhood of \( z_0 \); and we then easily find that the ratio \( |J(f; Q)|/|Q| \), and a fortiori the ratios \( |J_1(f; Q)|/|Q| \) and \( |J_2(f; Q)|/|Q| \), must remain bounded when \( Q \) denotes any sufficiently small square containing \( z_0 \). If, further, the function \( f \) is derivable at \( z_0 \), we have \( f(z) = f(z_0) + f'(z_0) \cdot (z - z_0) + \epsilon(z) \cdot (z - z_0) \), where \( \epsilon(z) \rightarrow 0 \) as \( z \rightarrow z_0 \), and the ratios in question tend to zero as \( \delta(Q) \rightarrow 0 \). Finally, let us observe that if the function \( f \) is continuous, the expressions \( J_1(f; I) \) and \( J_2(f; I) \), considered as functions of the
interval $I$, both fulfil the condition (1) of § 4. Therefore, if we apply Theorem 4.1, we obtain the following theorem due to A. S. Besicovitch [3] (cf. also S. Saks and A. Zygmund [2]):

(5.3) **Theorem.** A complex function $f$, continuous in an open set $G$, is holomorphic in $G$ if it is derivable at almost all the points of $G$ and if further $\limsup_{h \to 0} |(f(z+h) - f(z))/h| < +\infty$ at each point $z$ of $G$ except at most those of a set which is the sum of a sequence of sets of finite length.

The theorem of Besicovitch may be regarded as a generalization of the classical theorem of E. Goursat [1]: A complex function $f$, continuous in an open set $G$, is holomorphic in $G$ if it is everywhere derivable in $G$. T. Pompeiu [1] showed that it is enough to suppose $f$ derivable almost everywhere, provided that we restrict the expression $\limsup_{h \to 0} |(f(z+h) - f(z))/h|$ to be bounded in $G$. Finally, H. Looman [3] (cf. also J. Ridder [2]) replaced the condition that the expression $\limsup_{h \to 0} |(f(z+h) - f(z))/h|$ is bounded by the condition that this expression is finite at each point of $G$. Theorem 5.3 evidently includes all these generalizations.

The theorems of Morera and of Goursat, and their generalizations furnished by Theorems 5.2 and 5.3, contain criteria for holomorphism which are based on the notion of curvilinear integral and of derivation in the complex domain. The classical theorem of Cauchy is an instance of a criterion of a different kind, expressible in terms of real variable conditions on the real and imaginary parts of a complex function; we have in fact, according to this theorem: in order that a continuous function of a complex variable $f(z) = u(x, y) + iv(x, y)$ be holomorphic in an open set $G$, it is necessary and sufficient that the partial derivatives $u'_x, u'_y, v'_x, v'_y$ should all exist in $G$ and be continuous, and that they everywhere fulfil the Cauchy-Riemann equations $u'_x = v'_y$ and $u'_y = -v'_x$.

A series of researches begun by P. Montel [1] has been devoted to the reduction of these conditions, particularly that of the continuity of the partial derivatives. The problem was finally solved by H. Looman [2] and D. Menchoff (vide the first ed. of this book, p. 243, and D. Menchoff [I] who succeeded in removing completely the condition in question without replacing it by any other. It is remarkable that a classical problem of such an elementary aspect should only have been solved by a quite essential use of methods of the theory of real functions.
(5.4) **Lemma.** Let \(w\) be a real function of one variable, derivable almost everywhere in an interval \([a, b]\); let \(F\) be a closed non-empty subset of this interval, and let \(N\) be a finite constant such that
\[
|w(x_2) - w(x_1)| \leq N \cdot |x_2 - x_1|
\]
whenever \(x_1 \in F\) and \(x_2 \in [a, b]\). Then
\[
|w(b) - w(a) - \int_F w'(x) \, dx| \leq N \cdot (b - a - |F|).
\]

**Proof.** Let us denote by \(F_1\) the set obtained by adding the points \(a\) and \(b\) to the set \(F\). The function \(\tilde{w}\), equal to \(w\) on \(F_1\) and linear on the intervals contiguous to \(F_1\), is evidently absolutely continuous on \([a, b]\) (and even fulfils the Lipschitz condition). Hence
\[
w(b) - w(a) = \tilde{w}(b) - \tilde{w}(a) = \int_a^b \tilde{w}'(x) \, dx.
\]

Now \(\tilde{w}'(x) = w'(x)\) at almost all the points \(x\) of \(F\) and \(|\tilde{w}'(x)| \leq N\) at each point \(x\) outside \(F\). The relation (5.5) therefore follows at once from (5.6).

(5.7) **Lemma.** Let \(w(x, y)\) be a real function whose partial derivatives with respect to the two variables \(x\) and \(y\) exist at every point of a square \(Q\), except at most at the points of an enumerable set; and let \(F\) be a closed non-empty subset of \(Q\), and \(N\) a finite constant such that
\[
|w(x_2, y_1) - w(x_1, y_1)| \leq N \cdot |x_2 - x_1| \quad \text{and} \quad |w(x_1, y_2) - w(x_1, y_1)| \leq N \cdot |y_2 - y_1|
\]
whenever \((x_1, y_1) \in F\), \((x_2, y_1) \in Q\), and \((x_1, y_2) \in Q\).

Then if \([a_1, b_1; a_2, b_2]\) denotes the smallest interval (which may be degenerate) containing \(F\), we have
\[
\left| \int_{[a_1, b_1]} \int_{[a_2, b_2]} w(x, y) \, dx \, dy \right| \leq 5N \cdot |Q - F|.
\]

**Proof.** Let us choose arbitrarily two points \((x', a_2)\) and \((x'', b_2)\) belonging to the set \(F\) and situated on the two sides of the interval \([a_1, b_1; a_2, b_2]\) parallel to the \(x\)-axis. For any point \(\xi\) of \([a_1, b_1]\) we have
\[
|w(\xi, b_2) - w(\xi, a_2)| \leq |w(\xi, b_2) - w(x'', b_2)| + |w(x'', b_2) - w(x', b_2)| + |w(x', b_2) - w(x', a_2)| + |w(x', a_2) - w(\xi, a_2)|;
\]
and hence, denoting by \(l\)
Applications to functions of a complex variable.

the length of the side of the square $Q$, we obtain

\[ |w(\xi, b_2) - w(\xi, a_2)| \leq N \cdot |x'' - \xi| + |x' - x''| + |a_2 - b_2| + |\xi - x'| \leq 4Nl. \]

We now denote for any point $\xi$ of $[a_1, b_1]$, by $F_\xi$ the set of all the points $y$ of $[a_2, b_2]$ such that $(\xi, y) \in F$. Let $A$ be the set of the points $\xi$ of the interval $[a_1, b_1]$ for each of which $F_\xi \neq 0$, and let $B$ denote the set of the remaining points of $[a_1, b_1]$. On account of Lemma 5.4 we have

\[ |w(\xi, b_2) - w(\xi, a_2) - \int_{F_\xi} w_y(\xi, y) \, dy| \leq N \cdot (b_2 - a_2 - |F_\xi|) \]

whenever $\xi \in A$, and if we integrate the two sides of this inequality with respect to $\xi$ on the set $A$, we find

\[ \int_A |w(\xi, b_2) - w(\xi, a_2) - \int_{F_\xi} w_y(\xi, y) \, dy\, d\xi| \leq N \cdot (b_2 - a_2 - |F|) \leq N \cdot |Q - F|, \]

On the other hand if we integrate (5.9) with respect to $\xi$ on the set $B$, we obtain

\[ \int_B |w(\xi, b_2) - w(\xi, a_2) - \int_{F_\xi} w_y(\xi, y) \, dy\, d\xi| \leq 4Nl \cdot |B| \leq 4N \cdot |Q - F|, \]

and by adding this to (5.10) we obtain the first of the inequalities (5.8). The second inequality follows by symmetry.

(5.11) **Theorem of Looman-Menchhoff.** If the functions $u(x, y)$ and $v(x, y)$, continuous in an open set $G$, are derivable with respect to $x$ and with respect to $y$ at each point of $G$ except at most at the points of an enumerable set, and if $u'_x(x, y) = v'_y(x, y)$ and $u'_y(x, y) = -v'_x(x, y)$ at almost all the points $(x, y)$ of $G$, then the complex function $f = u + iv$ is holomorphic in $G$.

**Proof.** Let us denote by $F$ the set of the points $(x, y)$ of $G$ such that the function $f$ is not holomorphic in any neighbourhood of $(x, y)$. The set $F$ is evidently closed in $G$ and the function $f$ is holomorphic in $G - F$. It thus has to be proved that $F$ is empty.

Suppose therefore, if possible, that $F \neq 0$ and let $F_n$ denote, for each positive integer $n$, the set of the points $(x, y)$ of $G$ such that, whenever $|h| \leq 1/n$, none of the four differences $u(x + h, y) - u(x, y)$, $u(x, y + h) - u(x, y)$, $v(x + h, y) - v(x, y)$, $v(x, y + h) - v(x, y)$ exceeds $|nh|$ in absolute value. By continuity of the functions $u$ and $v$, each of the sets $F_n$ is closed in $G$. On the other hand, the sets $F_n$ cover the whole set $G$, except at most an enumerable set consisting of
the points at which the functions $u$ and $v$ are not both derivable with respect to $x$ and with respect to $y$ simultaneously. Therefore, on account of Baire's Theorem (Chap. II, Theorem 9.1), the set $F \subset G$ contains a portion which either reduces to a single point, or else is contained entirely in one of the $F_n$. The former possibility is ruled out, since, as we easily see on account of the continuity of $f$, the set $F$ cannot contain any isolated points. There must therefore exist a positive integer $N$ and an open sphere $S$ such that $0 \in F \cdot S \subset F_N$.

Let $Q$ be any square contained in $S$, such that $\delta(Q) \leq 1/N$ and $Q \cdot F \not\subset 0$. We denote by $I = [a_1, b_1; a_2, b_2]$ the smallest interval containing $Q \cdot F$. By applying the evaluations of Lemma 5.7 to the integrals on the left-hand sides of the formulae (5.1) and by taking into account the relations $u'_x(x, y) = v'_y(x, y)$ and $u'_y(x, y) = -v'_x(x, y)$ which are, by hypothesis, fulfilled almost everywhere, we find $|J_1(f; I)| \leq 10N \cdot |Q - F|$ and $|J_2(f; I)| \leq 10N \cdot |Q - F|$, and therefore $|J(f; I)| \leq 20N \cdot |Q - F|$. This last inequality may also be written $|J(f; Q)| \leq 20N \cdot |Q - F|$, since the figure $Q \odot I$ contains no points of $F$ in its interior, and since therefore $J(f; R) = 0$ for each interval $R$ contained in $Q \odot I$.

Now let $z_0 = (x_0, y_0)$ be any point of $S$, and let $Q$ be any square containing $z_0$. By what has just been shown, if $z_0 \in F$ we have $|J(f; Q)|/|Q| \leq 20N \cdot |Q - F|/|Q|$ as soon as $\delta(Q) \leq 1/N$; the ratio $J(f; Q)/|Q|$ therefore remains bounded as $\delta(Q) \to 0$ and tends to zero whenever $z_0$ is a point of density of $F$. Further $|J(f; Q)|/|Q| \to 0$ as $\delta(Q) \to 0$, whenever $z_0 \in S - F$, since $J(f; Q) = 0$ for every square $Q$ which does not contain points of $F$. Therefore by Theorem 2.3, the function $f$ must be holomorphic in $S$. This is, however, excluded since $S \cdot F \not\subset 0$. We thus arrive at a contradiction and this completes the proof.

Theorem 5.11 was stated (even in a more general form) by P. Montel [2] as early as 1913, but without proof. The proof supplied by H. Looman [2] in 1923 was found to contain a serious gap which was only finally filled in by D. Menchoff (cf. D. Menchoff [1] and the first edition of this book, p. 243).

By making use of general theorems on derivates (vide, below, Chap. IX) it is possible to weaken slightly the hypotheses of the theorem. Thus instead of assuming partial derivability of the function $u$ and $v$, it is sufficient to suppose that at each point of $G$ (except at most those of an enumerable set) these functions have with respect to each variable, $x$ and $y$, their partial Dini derivates finite. This condition implies (cf. Chap. VII, § 10, p. 236, or Chap. IX, § 4) partial derivability of the functions $u$ and $v$ with
§ 6. The Perron integral. For functions of one real variable, as announced in § 1, the method of major and minor functions leads to an important generalization of the Lebesgue integral.

A function of a real variable, $f$, is termed integrable in the sense of Perron, or $\mathcal{P}$-integrable, on a figure $R_0$ in $\mathbb{R}$, if $1^0 f$ has both major and minor functions on $R_0$, and if $2^0$ the lower bound of the numbers $U(R_0)$, where $U$ is any major function of $f$ on $R_0$, and the upper bound of the numbers $V(R_0)$, where $V$ is any minor function of $f$, are equal. The common value of the two bounds is then called definite Perron integral, or definite $\mathcal{P}$-integral, of $f$ on $R_0$, and denoted by $(\mathcal{P}) \int_{R_0} f(x) \, dx$. It is evident that for $\mathcal{P}$-integrability of a function $f$ on a figure $R_0$ it is necessary and sufficient that for each $\epsilon > 0$ there should exist a major function $U$ and a minor function $V$ of $f$ on $R_0$ such that $U(R_0) - V(R_0) < \epsilon$.

Since (cf. § 3, p. 190) the function $U - V$ is monotone non-decreasing for every major function $U$ and every minor function $V$ of $f$, it follows that every function which is $\mathcal{P}$-integrable on a figure $R_0$, is so also on every figure $R \subseteq R_0$. The function of an interval $P(I) = (\mathcal{P}) \int_I f(x) \, dx$, thus defined for every interval $I \subseteq R_0$, is called indefinite Perron integral, or indefinite $\mathcal{P}$-integral, of $f$ on $R_0$. As we see at once, $P(I)$ is an additive function of the interval $I$. Moreover, given any positive number $\epsilon$, there exist always a major function $U$ and a minor function $V$ of $f$, such that $0 \leq U(I) - P(I) \leq \epsilon$ and $0 \leq P(I) - V(I) \leq \epsilon$ for every interval $I \subseteq R_0$; and since $U(x) > -\infty$ and $V(x) < +\infty$ at each point $x$ of $R_0$, it follows at once that the function $P$ is continuous. Just as in the case of the Lebesgue integral, a function of a real variable is termed indefinite $\mathcal{P}$-integral [major function, minor function] of a function $f$, if this is the case for the function of an interval determined by it (cf. Chap. III, § 13).
As we see at once from Theorem 3.2, every function which is integrable in the sense of Lebesgue on a figure $R_0$, is so in the sense of Perron, and its definite Lebesgue and Perron integrals over $R_0$ are equal. On the other hand, if $F$ is the primitive of Newton (cf. § 1) of a function $f$, the function $F$ is at the same time a major and a minor function of $f$, and therefore is the indefinite $\mathcal{S}$-integral of $f$. It follows that Perron's process of integration includes both that of Lebesgue and that of Newton.

We shall establish some fundamental properties of the Perron integral.

(6.1) Theorem. Every $\mathcal{S}$-integrable function is measurable, and is almost everywhere finite and equal to the derivative of its indefinite integral.

Proof. Let $f$ be a function of a real variable, $\mathcal{S}$-integrable on an interval $I_0$, and let $P$ be its indefinite $\mathcal{S}$-integral on $I_0$. It has to be proved that the function $P$ has at almost all points $x$, a finite derivative equal to $f(x)$.

For this purpose, let $\epsilon$ be any positive number and $U$ a major function of $f$ such that

(6.2) \[ U(I_0) - P(I_0) < \epsilon^2. \]

Let us write $H = U - P$. The function $H$, as monotone non-decreasing, is almost everywhere derivable, and if we denote by $E$ the set of the points $x$ of $I_0$ at which $H'(x) \geq \epsilon$, we find, by (6.2) and Theorem 7.4, Chap. IV, that $|E| < \epsilon$. 

Now at each point $x \in I_0$ where the function $H$ is derivable, $U(x) = H(x) + P(x)$; hence $P(x) > -\infty$ and $P(x) \geq U(x) - \epsilon \geq f(x) - \epsilon$ at almost all the points $x$ of $I_0 - E$. Therefore, since $|E| < \epsilon$, $\epsilon$ being an arbitrary positive number, it follows that $-\infty \geq P(x) \geq f(x)$ at almost all the points $x$ of $I_0$. By symmetry this gives also $+\infty \leq P(x) \leq f(x)$, and finally $+\infty \leq P'(x) = f(x)$ almost everywhere in $I_0$.

(6.3) Theorem. If two functions $f$ and $g$ are almost everywhere equal on a figure $R_0$ and one of them is $\mathcal{S}$-integrable on $R_0$, so is the other and the definite $\mathcal{S}$-integrals of $f$ and $g$ over $R_0$ are equal.

Proof. Suppose that the function $f$ is $\mathcal{S}$-integrable and denote by $A$ the value of its definite integral over $R_0$. Let $\epsilon$ be any positive number and let $U$ and $V$ be two functions of an interval, which are respectively a major and a minor function of $f$ on $R_0$ and which fulfil the inequalities
(6.4) \( U(R_0) \geq A \geq V(R_0) \) and \( U(R_0) - V(R_0) \leq \varepsilon/3. \)

Let us denote by \( E \) the set of the points \( x \) at which \( f(x) \neq g(x) \). The function equal to \( +\infty \) at all the points of \( E \) and to 0 everywhere else is therefore almost everywhere zero, and by Theorem 3.2 has a major function \( G \) such that \( 0 \leq G(R_0) \leq \varepsilon/3 \). We have \( G(x) = +\infty \) at each point \( x \in E \) and writing \( U_1 = U + G \), \( V_1 = V - G \), we see that the functions of an interval \( U_1 \) and \( V_1 \) thus defined are respectively a major and a minor function of the function \( g \) on \( R_0 \). Moreover by (6.4), \( U(R_0) \geq A \geq V(R_0) \) and \( U_1(R_0) - V_1(R_0) \leq \varepsilon \). Therefore the function \( g \) is \( \mathcal{P} \)-integrable on \( R_0 \) and \( A = (\mathcal{P}) \int_{R_0} g(x) \, dx \), which completes the proof.

(6.5) **Theorem.** Every function \( f \) which is \( \mathcal{P} \)-integrable and almost everywhere non-negative on a figure \( R_0 \), is summable on this figure.

**Proof.** We may assume, by Theorem 6.3, that the function \( f \) is everywhere non-negative on \( R_0 \). Therefore if \( U \) is any major function of \( f \), we have \( U(x) \geq f(x) \geq 0 \) at every point \( x \in R_0 \), and consequently, by Theorem 3.1, the function \( U \) is monotone non-decreasing. Its derivative \( U'(x) \) is therefore summable on \( R_0 \), and, since \( U'(x) \geq f(x) \geq 0 \) almost everywhere, the function \( f \) is also summable on \( R_0 \).

Theorem 6.5 shows that, although Perron integration is more general than Lebesgue integration, the two processes are completely equivalent in the case of integration of functions of constant sign.

§ 7. **Derivates of functions of a real variable.** Certain of the theorems of §§ 2 and 3 can be given a more complete statement when we deal with functions of one real variable. We shall begin with the following proposition which is due to Zygmund:

(7.1) **Theorem.** If \( F(x) \) is a finite function of a real variable such that (i) \( \limsup_{h \to 0^+} F(x-h) \leq F(x) \leq \limsup_{h \to 0^+} F(x+h) \) at every point \( x \), and (ii) the set of the values assumed by \( F(x) \) at the points \( x \) where \( F^+(x) \leq 0 \) contains no non-degenerate interval, then the function \( F \) is monotone non-decreasing.

**Proof.** Suppose, if possible, that there exist two points \( a \) and \( b \) such that \( a < b \) and that \( F(b) < F(a) \). Then, denoting by \( E \) the set of the points \( x \) at which \( F^+(x) \leq 0 \), we can determine a value \( y_0 \) not belonging to the set \( F[E] \) and such that \( F(b) < y_0 < F(a) \). Let
Let us mention the following consequence of Theorem 7.1:

**Dini's Theorem.** Given on an interval \( I = [a, b] \) a continuous function \( F(x) \), the upper and lower bounds of each of its four Dini derivatives are respectively equal to the upper and lower bounds of the ratio \( \frac{F(x_2) - F(x_1)}{x_2 - x_1} \), where \( x_1 \) and \( x_2 \) are any points of \( I \).

Let, for instance, \( m \) be the lower bound of the derivative \( F^+(x) \) on the interval \( I \), and suppose first that \( m > -\infty \). Then, if \( m' \) denotes any finite number less than \( m \), the function \( F(x) - m'x \) has everywhere on \([a, b]\) its upper right-hand derivative positive; and so by Theorem 7.1, \( F(x_2) - F(x_1) : m'(x_2 - x_1) \), and therefore also \( [F(x_2) - F(x_1)]/(x_2 - x_1) \cdot m \), for every pair of points \( x_1 \) and \( x_2 \) of \( I \) such that \( x_1 < x_2 \). Since the inequality just obtained is trivial in the case \( m = -\infty \), the theorem follows.

An immediate consequence is the following theorem:

If any one of the four Dini derivatives of a continuous function is continuous at a point, so are the three others, and all four derivatives in question are equal, so that the function considered is derivable at this point.

These two propositions were proved by U. Dini [1] in 1878.

(7.2) **Theorem.** If \( H \) is a finite function of one variable such that
(i) \( \lim_{h \to 0^+} \sup H(x - h) \leq H(x) \leq \lim_{h \to 0^+} \sup H(x + h) \) at every point \( x \), and
(ii) \( \tilde{H}^+(x) \geq 0 \) at every point \( x \) except at most at those of an enumerable set, then the function \( H \) is monotone non-decreasing.

**Proof.** Let \( \varepsilon \) be a positive number and write \( F(x) = H(x) + \varepsilon x \). We have \( F^+(x) \geq \varepsilon > 0 \) at each point \( x \) except at most at those of a finite or enumerable set \( E \). The set \( F[E] \) being, with \( E \), at most enumerable, it follows from Theorem 7.1 that the function \( F(x) = H(x) + \varepsilon x \) is non-decreasing for each \( \varepsilon > 0 \); and by making \( \varepsilon \to 0 \) we obtain the assertion of the theorem.

(7.3) **Theorem.** Suppose that \( F \) is a continuous function and \( g \) a \( \mathcal{S} \)-integrable function of a real variable, and that, further, we have (i) \( F^+(x) \geq g(x) \) at almost all points \( x \) and (ii) \( \tilde{F}^+(x) > -\infty \) at every point \( x \), except at most at those of an enumerable set; then

\[
F(b) - F(a) \geq (\mathcal{S}) \int_a^b g(x) \, dx
\]

for every pair of points \( a \) and \( b \) such that \( a < b \).
If, in addition, (i) \( \bar{F}^+(x) \geq g(x) \geq \bar{F}^+(x) \) at almost all points \( x \) and (ii) \( \bar{F}^+(x) > -\infty \) and \( \bar{F}^+(x) < +\infty \) at every point \( x \) except at most at those of an enumerable set, then the function \( F \) is an indefinite \( \mathcal{F} \)-integral of \( g \).

Proof. We may obviously assume that \( \bar{F}^+(x) \geq g(x) \) at every point \( x \). Therefore, denoting by \( V \) any minor function of \( g \), and writing \( H = F - V \), we shall have \( \bar{H}^+(x) \geq \bar{F}^+(x) - \bar{V}^+(x) \geq 0 \) at every point \( x \), except at most at those of a finite or enumerable set where \( \bar{F}^+(x) = -\infty \). Further, since the function \( F \) is continuous, the inequality \( V(x) < +\infty \), which holds at every point \( x \), implies that the function \( H \) satisfies the condition (i) of Theorem 7.2. Consequently, by Theorem 7.2, \( H(b) - H(a) = 0 \), i.e. \( F(b) - F(a) = V(b) - V(a) \), and since \( V \) is any minor function of \( g \), we obtain the inequality (7.4).

The second part of the assertion is an immediate consequence of the first part.

As we easily see, the condition of continuity of the function \( F \) in the first part of Theorem 7.3 may be replaced by the condition (i) of Theorem 7.1.

Theorem 7.3 constitutes, on account of Theorem 7.4, Chap. IV, a generalization of the following theorem of Lebesgue [I, p. 122; 2; 3; 4; II, p. 183]: in order that one of the derivates of a continuous function, supposed finite, be summable, it is necessary and sufficient that this function be of bounded variation; its absolute variation is the integral of the absolute value of the derivative in question. Let us add that in the case in which the function \( F \) is assumed to be of bounded variation, Theorem 7.3 is included in Theorem 9.6 of Chap. IV.

The condition (ii) of the first part of Theorem 7.3, as well as the condition (ii1) of the second, is quite essential for the validity of the theorem. It is possible, in fact, to give an example of a continuous function whose derivative exists everywhere and is summable, without the function being the indefinite integral of its derivative, and this because the latter assumes infinite values. To see this, we shall first show that given any closed set \( E \) of measure zero in an interval \( J_0 = [a, b] \), there exists a function \( G \), absolutely continuous and increasing in \( J_0 \), which has a derivative everywhere in \( J_0 \) and fulfils the conditions

\[
G'(x) = +\infty \quad \text{for} \quad x \in E \quad \text{and} \quad G'(x) = +\infty \quad \text{for} \quad x \in J_0 - E.
\]

Let us suppose for simplicity that \( E \) contains the end-points \( a \) and \( b \) of \( J_0 \) and let us denote by \( \{(a_n, b_n)\} \) the sequence of the intervals contiguous to \( E \). Let \( \{h_n\} \) be a sequence of positive numbers such that

\[
\lim_{n} h_n/(b_n-a_n) = +\infty \quad \text{and} \quad \sum_{n=1}^{\infty} h_n = 1
\]

(it suffices to write, for instance, \( h_n = \sqrt{r_n} - \sqrt{r_{n+1}} \), where \( r_n = \frac{1}{b-a} \sum_{l=n}^{\infty} (b_l-a_l) \).

Let us write

\[
g(x) = \begin{cases} h_n/(x-a_n)^{1/2} (b_n-x)^{1/2}, & \text{when } a_n < x < b_n, \\ +\infty, & \text{when } x \in E. \end{cases}
\]
Thus defined the function \( g(x) \) is non-negative on \( J_0 \) and summable on \( J_0 \), since
\[
\int_a^b g(x)\,dx = \pi h_n,
\]
so that by (7.7) we have \( \int_a^b g(x)\,dx = n \). Let \( G \) be the indefinite integral of \( g \) on \( J_0 \). In order to verify that the function \( G \) fulfils the conditions (7.5), we observe that the function \( g(x) \) is continuous for every \( x \in J_0 - E \); on the other hand, if we denote by \( m_n \) the lower bound of \( g(x) \) in \([a_n, b_n] \) we derive from (7.6) that \( \lim m_n = \lim 2h_n / (b_n-a_n) = +\infty \), from which it follows that
\[
\lim g(x) = +\infty = g(x_0)
\]
everywhere for every \( x_0 \in E \). Consequently \( G'(x) = g(x) \) for every \( x \), and therefore, by (7.8), the conditions (7.5) hold.

Now let (cf. Chap. III, (13.4)), \( H(x) \) be a continuous non-decreasing singular function on \( J_0 \), which is constant on each interval contiguous to the set \( E \), and such that \( H(a) \pm H(b) \). Let us put \( F = G + H \). As we verify easily from (7.5), we have \( F'(x) = G'(x) = g(x) \) at every point \( x \) of \( J_0 \). The function \( F \) therefore has everywhere a derivative which is summable on \( J_0 \). But, since \( H \) is the function of singularities of the function \( F \), the latter is certainly not absolutely continuous, let alone the indefinite integral of its derivative. (The functions \( G \) and \( F \) provide at the same time an example of two functions whose derivatives, finite or infinite, exist and are everywhere equal, without the difference \( G - F \) being a constant; cf. H. Hahn [1] and S. Ruziewicz [1].)

In connection with these examples, it may be interesting to mention the following theorem (vide G. Goldowsky [1] and L. Tonelli [8]):

(7.9) **Theorem.** If a continuous function \( F \) has a (finite or infinite) derivative at each point of \( R_1 \) except perhaps at the points of an enumerable set, and if this derivative is almost everywhere non-negative, the function \( F \) is monotone non-decreasing.

**Proof.** Let \( E \) be the set of the points \( x \) such that the function \( F \) is not monotone in any neighbourhood of \( x \). The set \( E \) is evidently closed, and the function \( F \) is non-decreasing on every interval contained in \( CE \). It therefore has to be proved that the set \( E \) is empty.

Suppose, if possible, that \( E \neq \emptyset \), and denote for every positive integer \( n \) by \( Q_n \) the set of the points \( x \) for which the inequality \( 0 < x - x < 1/n \) implies \( F(x') - F(x) \leq -(x' - x) \) however we choose \( x' \). Similarly let \( P_n \) be the set of the points \( x \) for which the same inequality implies \( F(x') - F(x) \geq -2(x' - x) \). We see easily that the sets \( P_n \) and \( Q_n \) are closed, and that they cover the whole straight line \( R_1 \) except at most the finite or enumerable set of the points at which the function \( F \) is without a derivative. Consequently, by Baire's Theorem (Chap. II, Theorem 9.2) the set \( E \) must contain a portion which either 1° reduces to a single point, or else 2° is contained in one of the sets \( P_n \), or finally 3° is contained in one of the sets \( Q_n \). The first case is obviously impossible, since the set \( E \) has no isolated points. Let us therefore consider case 2°, and suppose that there exists a positive integer \( n_0 \) and an open interval \( I \) such that \( 0 \in E \cdot I \subseteq P_{n_0} \). We may clearly suppose that \( \delta(I) < 1/n_0 \). Since by hypothesis, \( F'(x) \geq 0 \) almost everywhere, the set \( P_{n_0} \) is certainly non-dense. Let \([a, b] \) denote any interval contiguous to \( E \cdot I \). The function \( F \) is then non-decreasing on \([a, b] \) and this contradicts the fact that, since \( a \) and \( b \) belong to \( P_{n_0} \) and \( b - a < 1/n_0 \), we have
\[
F(b) - F(a) \leq -(b - a) < 0.
\]
There now remains only case 3. In this case there exists an open interval \( I \) such that the set \( E \cdot I \) is non-empty and is contained in one of the sets \( Q_n \). But then \( F'(x) \geq -2 \) everywhere in \( I \), and \( F'(x) \geq 0 \) almost everywhere in \( I \). Therefore, by Theorem 7.3, the function \( F \) is non-decreasing in \( I \), and this again is impossible since the interval \( I \) contains points of \( E \) in its interior.

We thus arrive at a contradiction in each of the three cases, and this proves our assertion.

Let us mention a corollary of Theorem 7.9:

* §8. The Perron-Stieltjes integral. * Among the various generalizations of the Stieltjes type for the Perron integral (*vide* for instance R. L. Jeffery [2; 3], J. Ridder [9] and A. J. Ward [3]), that due to Ward has the advantage of including the others and of defining the process of Stieltjes integration with respect to any finite function whatsoever. In this § we shall give the fundamental definitions and results of the theory of Ward. For a deeper analysis, in the case in which the function with respect to which we integrate is of generalized bounded variation in the restricted sense (*vide* below, Chap. VII) the reader should consult the memoir of Ward referred to.

As in the two preceding §§ we shall consider only functions defined in \( R_1 \), i.e. functions of a linear interval or of a real variable. We shall, moreover, restrict ourselves to integration of finite functions. This restriction is essential for the methods which we shall employ.

Given two finite functions \( f \) and \( G \), an additive function of an interval \( U \) will be termed major function of \( f \) with respect to \( G \) on an interval \( I_0 \), if to each point \( x \) there corresponds a number \( \epsilon > 0 \) such that \( U(I) \geq f(x)G(I) \) for every interval \( I \) containing \( x \) and of length less than \( \epsilon \). The definition of minor function with respect to \( G \) is symmetrical, and by following the method of § 6, p. 201, with the help of the notions of major and minor functions with respect to \( G \), we define Perron-Stieltjes integration, or \( \mathcal{PS} \)-integration with respect to any finite function \( G \) whatever. The \( \mathcal{PS} \)-integral of a function \( f \) with respect to a function \( G \) on an interval \( I_0 = [a, b] \) will be denoted by \( (\mathcal{PS}) \int_{I_0} f(x) dG(x) \), or by \( (\mathcal{PS}) \int_{I_0}^b f(x) dG(x) \).
If $U$ and $V$ are respectively a major and a minor function of the same function $f$ with respect to the same function $G$, their difference $U-V$ is evidently monotone non-decreasing. The criterion for $\mathcal{F}\mathcal{S}$-integrability of a function is entirely similar to that for $\mathcal{F}$-integrability given in § 6, p. 201, and it follows that every function which is $\mathcal{F}\mathcal{S}$-integrable on an interval $I_0$, is so equally on each subinterval of $I_0$. We are thus led to the notion of indefinite $\mathcal{F}\mathcal{S}$-integral with respect to any finite function $G$. This indefinite integral is an additive function of an interval, and is continuous at each point of continuity of the function $G$. Finally we observe that the $\mathcal{F}\mathcal{S}$-integral possesses the distributive property which we may express as follows:

If each of the two finite functions $f_1$ and $f_2$ is $\mathcal{F}\mathcal{S}$-integrable on an interval $I_0$ with respect to each of the two functions $G_1$ and $G_2$, then each linear combination of the functions $f_1$ and $f_2$ is $\mathcal{F}\mathcal{S}$-integrable with respect to each linear combination of the functions $G_1$ and $G_2$, and we have

$$
(\mathcal{F}\mathcal{S}) \int_{I_0} (a_1 f_1 + a_2 f_2) d(b_1 G_1 + b_2 G_2) = \sum_{i,k=1,2} a_i b_k \cdot (\mathcal{F}\mathcal{S}) \int_{I_0} f_i dG_k
$$

for all numbers $a_1$, $a_2$, $b_1$ and $b_2$.

If $G(x)=x$ for every point $x$ (or, what amounts practically to the same, if $G(I)=|I|$ for each interval $I$) $\mathcal{F}\mathcal{S}$-integration with respect to $G$ coincides with $\mathcal{F}$-integration. In fact, if $f$ is any finite function, each major [minor] function of $f$ with respect to the function $G(x)=x$ in the sense of Ward, is at the same time a major [minor] function of $f$ in the sense of the definition of § 3; the converse is not true in general, but we see at once that if $U$ is a major function of $f$ in the sense of § 3, the function $U(x) + \varepsilon x$ is for each $\varepsilon > 0$ a major function of $f$ with respect to $G(x)=x$. Thus the Perron-Stieltjes integral includes the ordinary Perron integral, at any rate as regards integration of finite functions. On the other hand, the Perron-Stieltjes integral includes also the Lebesgue-Stieltjes integral. We have in fact

\begin{equation}
(\mathcal{F}\mathcal{S}) \int_{a_0}^{b_0} f dG = \int_{a_0}^{b_0} f dG - \left[ f(a_0)[G(a_0) - G(a_{0-})] + f(b_0)[G(b_{0+}) - G(b_0)] \right].
\end{equation}
The Perron-Stieltjes integral.

Proof. Let us denote for brevity, by $A$ the right-hand side of the relation (8.2). We may evidently assume that the function $f$ is non-negative and it is enough to consider only the following two cases:

1° $G$ is a continuous non-decreasing function. The proof is then just as in Theorem 3.2. Let $\varepsilon$ be any positive number. Since the function $f$ is finite, there exists by the theorem of Vitali-Carathéodory (Chap. III, § 7) a lower semi-continuous function $g$, integrable $(G)$ in the Lebesgue-Stieltjes sense, such that $g(x) \geq f(x)$ at each point $x$ and such that $\int_{i_0}^{b_0} [g(x) - f(x)] dG(x) < \varepsilon$. Denoting by $U$ the indefinite integral $(G)$ of the function $g$, and taking account of the lower semi-continuity of $g$, we see easily that $U$ is a major function of $f$ with respect to $G$ on $I_0$. Moreover, the function $G$ being continuous by hypothesis, the number $A$ is equal to the integral $\int_{a_0}^{b_0} f dG$ and we find $0 \leq U(I_0) - A < \varepsilon$. By symmetry we determine also a minor function $V$ of $f$ with respect to $G$ on $I_0$ in such a manner that $0 \leq A - V(I_0) < \varepsilon$, and this establishes $\mathcal{D}_G$-integrability of $f$ on $I_0$ and at the same time the validity of the formula (8.2).

2° $G$ is a non-decreasing saltus-function. Let us denote by $\{x_n\}_{n=1,2,...}$ the sequence of the points of discontinuity of $G$ which are in the interior of the interval $I_0$; and let $\varepsilon$ be any positive number and $\{k_n\}_{n=1,2,...}$ a sequence of positive numbers such that

$$\sum_{n} k_n \cdot [G(x_n+) - G(x_n-)] < \varepsilon \quad \text{and} \quad \lim_{n} k_n = +\infty.$$  

Let us define a function $h$ in $\mathbb{R}_1$, by writing: $h(x) = f(x)$ for all the points $x$ of $I_0$ which are distinct from the points $x_n$; $h(x_n) = f(x_n) + k_n$ for $n=1,2,...$; and $h(x) = f(a_o)$ for $x < a_o$, and $h(x) = f(b_o)$ for $x > b_o$. Finally let us write, for each interval $I = [a, b]$,

$$U(I) = \int_{a}^{b} h(x) dG(x) - [h(a)[G(a) - G(a-)] + h(b)[G(b+) - G(b)]].$$  

The function of an interval $U$ thus defined is evidently additive, and as we easily verify, is a major function of $f$ with respect to $G$ on $I_0$. Moreover, it follows at once from (8.3) that $0 \leq U(I_0) - A \leq \varepsilon$. Similarly we determine a minor function $V$ of $f$ with respect to $G$ so as to have $0 \leq A - V(I_0) \leq \varepsilon$; hence $A = (\mathcal{D}_G) \int_{i_0}^{b_0} f dG$, and this completes the proof.
Formula (8.2) brings out the fact that the definite Perron-Stieltjes and Lebesgue-Stieltjes integrals are not always equal, even for a function \( f \) integrable in both senses. This is due to the fact that the indefinite integral of Lebesgue-Stieltjes is not in general an additive function of an interval. We could, of course, modify the definition of this integral so as to ensure its additivity as a function of an interval. The term in brackets \( \{ \} \) would then disappear from the formula (8.2), but it would then be necessary to give up the additivity of the indefinite Lebesgue-Stieltjes integral considered as a function of a set (cf. Chap. VIII, § 2).

Let us mention further the following generalization of Theorem 6.1 on derivation of the indefinite Perron integral:

(8.4) Theorem. If \( P \) is an indefinite \( \mathcal{P}\mathcal{S} \)-integral of a finite function \( f \) with respect to a function \( G \), then, at almost all points \( x \), the ratio

\[
\frac{|P(I) - f(x)G(I)|}{|I|}
\]

tends to 0 as \( \delta(I) \to 0 \), where \( I \) denotes any interval containing \( x \).

Hence at almost all points \( x \), \( \bar{P}(x) = f(x)\bar{G}(x) \) and \( P(x) = f(x)\bar{G}(x) \) or else \( \bar{P}(x) = f(x)G(x) \) and \( P(x) = f(x)\bar{G}(x) \) according as \( f(x) \geq 0 \) or \( f(x) \leq 0 \); in particular \( P'(x) = 0 \) at almost all points \( x \) where \( f(x) = 0 \).

Proof. The proof is quite similar to that of Theorem 6.1. Let \( I_0 \) be an interval, \( \varepsilon \) a positive number, and \( U \) a major function of \( f \) with respect to \( G \) on \( I_0 \) such that \( U(I_0) - P(I_0) < \varepsilon^2 \). We write \( H = U - P \). The function \( H \) is monotone non-decreasing, and we have \( H'(x) < \varepsilon \) at every point \( x \in I_0 \) except at most those of a set \( E \) of measure less than \( \varepsilon \). Now, since \( U(I) - f(x)G(I) \geq 0 \) for every point \( x \) and for every sufficiently small interval \( I \) containing \( x \), the lower limit of the ratio (8.5), as \( \delta(I) \to 0 \), exceeds \( -\varepsilon \) at each point \( x \) except at most those of \( E \). Therefore, \( \varepsilon \) being any positive number, this limit is non-negative for almost all points \( x \). Combining this with the symmetrical result for the upper limit of the same ratio, we complete the proof.

Another generalization of Theorem 6.1, also due to Ward, uses the following definition of relative derivation, which is slightly different from that given in Chap. IV, § 2 (cf. A. J. Ward [3] and A. Roussel [1]).

Given two finite functions of a real variable \( F \) and \( G \), we shall say that a number \( a \) is the Roussel derivative of the function \( F \) with respect to \( G \) at a point \( x_0 \), if when \( I \) denotes any interval containing \( x_0 \), we have (i) \( F(I) - a \cdot G(I) \to 0 \) and (ii) \( |F(I) - a \cdot G(I)|/O(G; I) \to 0 \), as \( \delta(I) \to 0 \) (the ratio in (ii) is to be interpreted to mean 0 whenever its numerator and denominator vanish together; \( O(G; I) \) denotes, in accordance with Chap. III, p. 60, the oscillation of \( G \) on \( I \)).
When the oscillation of the function $G$ at $x_0$ is finite, the condition (ii) evidently implies (i); however, when $o(G; x_0) = +\infty$, the condition (i) plays an essential part, whereas (ii) is then satisfied independently of $F$ and of $a$.

It is also to be observed that when $o(G; x_0) < +\infty$, and when $F$ is a function which has the relative derivative $F'_G(x_0)$ (cf. Chap. IV, § 2, p. 109), the latter is also the Roussel derivative of $F$ with respect to $G$. Finally, in the case of derivation with respect to monotone functions, the two methods are completely equivalent. In particular therefore, when $G(x) = x$, Roussel derivation with respect to $G$ it equivalent to ordinary derivation.

The proof of the theorem on Roussel derivability of the indefinite $\int$-integral is much the same as that of Theorems 6.1 and 8.4; it depends, however, on the following lemma which may be regarded as a generalization of a result of W. Sierpiński [4].

(8.6) Lemma. Let $G$ be a finite function of a real variable, $E$ a bounded set in $R_1$, and $\mathcal{I}$ a system of intervals such that each point of $E$ is a (right- or left-hand) end-point of an interval $(3)$ of arbitrarily small length.

Then, given any number $\mu < |G[E]|$, we can select from $\mathcal{I}$ a finite system $\{I_k\}$ of non-overlapping intervals such that

$$\sum_k |G[I_k]| \geq \frac{1}{2} \mu.$$ 

Proof. Suppose, for simplicity, that the set $E$ lies in the open interval $(0,1)$. For each positive integer $n$, let $A_n$ and $B_n$ denote respectively the sets of the points of $E$ each of which is respectively a left- or right-hand end-point of an interval $(3)$ contained in $(0,1)$ and of length exceeding $1/n$. We evidently have $E = \lim_n (A_n + B_n)$ and there therefore exists a positive integer $n_0$ such that $|G[A_{n_0} + B_{n_0}]| > \mu$.

Suppose, for definiteness, that $|G[A_{n_0}]| > \frac{1}{2} \mu$.

Now, it is easily seen that, if $|G[A_{n_0}]| = +\infty$, there exists a point $x_0$ such that $|G[A_{n_0}, J]| = +\infty$ for any interval $J$ containing $x_0$ in its interior. Hence, from the family of intervals $(3)$ whose left-hand end-points belong to $A_{n_0}$ and whose lengths exceed $1/n_0$, we can obviously select an interval $I$ so as to have $|G[I]| \geq |G[A_{n_0}, I]| > \frac{1}{2} \mu$.

Suppose now that $|G[A_{n_0}]| < +\infty$. Then, by induction, we can extract from $\mathcal{I}$ a finite sequence of intervals $\{I_k = (a_k, b_k)\}_{k=1, 2, \ldots, p}$ in such a manner that, writing for symmetry $b_0 = 0$ and $a_{p+1} = 1$, we have: (i) $b_k - a_k > 1/n_0$ for $k = 1, 2, \ldots, p$, (ii) $b_{k-1} < a_k$ and $|G[A_{n_0}, (b_{k-1}, a_k)]| \leq |G[A_{n_0}]| - \frac{1}{2} \mu/n_0$ for $k = 1, 2, \ldots, p$, and (iii) the
interval \( (b_p, a_{p+1}) = (b_p, 1) \) contains no points of \( A_n \). Since, on account of (i), we certainly have \( p < n_0 \), it follows from (ii) and (iii) that \( \sum_{k} |G[I_k]| \geq |G[A_n]| - p \cdot (|G[A_n]| - \frac{1}{4}) / n_0 \geq \frac{1}{4} \mu \), i.e. that the system of intervals \( \{I_k\} \) fulfills the required conditions.

(8.7) **Theorem.** Every finite function \( f \) which is \( \mathcal{F} \mathcal{S} \)-integrable with respect to a function \( G \) on an interval \( I_0 \), is the Roussel derivative with respect to \( G \) of its indefinite \( \mathcal{F} \mathcal{S} \)-integral at each point \( x \) of \( I_0 \) except at most those of a set \( E \) such that \( |G[E]| = 0 \).

**Proof.** Let \( \varepsilon \) be any positive number and \( U \) a major function of \( f \) with respect to \( G \) such that \( U(I_0) - P(I_0) < \varepsilon^2 \), where \( P \) denotes the indefinite \( \mathcal{F} \mathcal{S} \)-integral of \( f \). Let us write \( H = U - P \), and denote by \( E_\varepsilon \) the set of the points \( x \) of \( I_0 \) for which there exist intervals \( I \) of arbitrarily small lengths, such that \( x \in I \) and that \( H(I) > \varepsilon \cdot |G[I]| \). It follows that each point of \( E_\varepsilon \) is an end-point of intervals \( I \), as small as we please, which fulfil the inequality \( H(I) \geq \frac{1}{4} \varepsilon \cdot |G[I]| \). Therefore, denoting by \( \mu \) any number less than \( |G[E_\varepsilon]| \) and applying Lemma 8.6, we can determine in \( I_0 \) a finite system of non-overlapping intervals \( \{I_k\} \) such that \( H(I_k) \geq \frac{1}{4} \varepsilon \cdot |G[I_k]| \) for \( k = 1, 2, \ldots, p \) and that \( \sum |G[I_k]| \geq \frac{1}{4} \mu \). Consequently, since \( H \) is non-decreasing, \( \varepsilon^2 > H(I_0) \geq \varepsilon \mu / 4 \); and therefore \( \mu < 4 \varepsilon \), and hence \( |G[E_\varepsilon]| \leq 4 \varepsilon \).

Now let \( x \) be any point of \( I_0 \). We have for every sufficiently small interval \( I \) containing \( x \),

\[
P(I) - f(x) G(I) = U(I) - f(x) G(I) - H(I) \geq -H(I) \geq -\varepsilon^2;
\]

and, unless \( x \) belongs to the set \( E_\varepsilon \), we also have

\[
P(I) - f(x) G(I) \geq -H(I) \geq -\varepsilon \cdot |G[I]| \geq -\varepsilon \cdot O(G; I).
\]

Combining this with the similar upper evaluations of \( P(I) - f(x) G(I) \) obtained by symmetry, we see, since \( \varepsilon \) is an arbitrary positive number, that \( f \) is the Roussel derivative of the function \( P \) with respect to \( G \), at every point \( x \) of \( I_0 \) except at most those of a set \( E \) such that \( |G[E]| = 0 \).
CHAPTER VII.

Functions of generalized bounded variation.

§ 1. Introduction. The definition adopted in Chap. I (§ 10) as starting point of our exposition of the Lebesgue integral, connects the latter with the conception of definite integral due to Leibniz, Cauchy and Riemann (cf. Chap. I, § 1 and Chap. VI, § 1). On account of the results of § 7, Chap. IV, we may, however, also regard the Lebesgue integral as a special modification of that of Newton (cf. Chap. VI, § 1) and define it as follows:

(L) A function of a real variable \( f \) is integrable if there exists a function \( F \) such that (i) \( F'(x) = f(x) \) at almost all points \( x \) and (ii) \( F \) is absolutely continuous.

The function \( F \) (then uniquely determined apart from an additive constant) is the indefinite integral of the function \( f \).

A definition of integral is usually called descriptive when it is based on differential properties of the indefinite integral and therefore connected with the Newtonian notion of primitive; this is the case of the definition (L) of the Lebesgue integral. In the note of F. Riesz [9] the reader will find an elementary and elegant account of the fundamental properties of the Lebesgue integral based on a descriptive definition differing slightly from the one given above (an account based directly on the definition (L) is given in the first edition of this book).

By contrast to the descriptive definitions, we call constructive the definitions of integral which are based on the conception of definite integral of Leibniz-Cauchy, i.e. on approximation by the usual finite sums. Thus for instance, the classical definition given by H. Lebesgue [1] in his Thesis may be regarded as constructive (the reader will find a very suggestive explanation of this definition in the note by H. Lebesgue [8]); cf. also the definitions of Lebesgue integral given in the following memoirs: W. H. Young [3], T. H. Hildebrandt [1], F. Riesz [1] and A. Denjoy [7; 8].

As is readily seen, the definition (L) constitutes a modification of that of the integral of Newton, in two directions: firstly, a generalization which enables us to disregard sets of measure zero
in the fundamental relation $F'(x) = f(x)$; and secondly, an essential restriction, which excludes all but the absolutely continuous functions from the domain of continuous primitive functions considered. Some such restriction is, in fact, indispensable, unless we give up the principle of unicity for the integral: to see this it is enough to consider, for instance, singular functions which are continuous and not constant, and whose derivatives vanish almost everywhere (cf. Chap. III, § 13, p. 101).

But although the condition (ii) cannot be wholly removed from the definition (L), it is possible to replace it by much weaker conditions, and the corresponding generalizations of the notion of absolute continuity give rise to extensions of the Lebesgue integral, known as the integrals $\mathcal{D}_*$ and $\mathcal{D}$ of Denjoy.

We shall treat in this Chapter two generalizations of absolutely continuous functions: the functions which are generalized absolutely continuous in the restricted sense or $\text{ACG}_*$, and those which are generalized absolutely continuous in the wide sense or $\text{ACG}$. If, in the definition (L), we replace the condition (ii) by the conditions that the function $F$ is $\text{ACG}_*$ or $\text{ACG}$ respectively, we obtain the descriptive definitions of the integrals $\mathcal{D}_*$ and $\mathcal{D}$. It must be added however that the second of these definitions requires a simultaneous generalization of the notion of derivative, to which is assigned the name of approximate derivative (or asymptotic derivative) and which corresponds to approximate continuity (vide Chap. IV, § 10). A function which is $\text{ACG}$ (unlike those which are absolutely continuous or which are $\text{ACG}_*$) may in fact fail, at each point of a set of positive measure, to be derivable in the ordinary sense, and yet be almost everywhere derivable in the approximate sense. Therefore, in order to obtain the definition of the integral $\mathcal{D}$ from the definition (L), it is necessary not only to modify the condition (ii) as explained above, but also to replace in the condition (i) the ordinary by the approximate derivative.

The integrals $\mathcal{D}_*$ and $\mathcal{D}$ will be studied in the next chapter; the preliminary discussion of their definitions just given, is intended to emphasize the important part played by the generalizations of the notion of absolute continuity, which are treated in this chapter. The results of which an account is given in the following §§ are essentially due to Denjoy, Lusin and Khintchine. The first definition of the integral $\mathcal{D}_*$ was given in notes dating from 1912 by A. Denjoy [2; 3] who employed the constructive method based on a transfinite process (vide Chap. VIII, § 5). These notes at once attracted the attention of N. Lusin [2] who originated the descriptive theory of this integral. Finally, A. Khintchine [1; 2] and
A. Denjoy [4] defined, independently and almost at the same time, the process of integration \( \mathcal{P} \) as a generalization of the integral \( \mathcal{R} \). A systematic account of these researches may be found in the memoir of A. Denjoy [6].

As shown by W. H. Young [6] the generalization of the Denjoy integrals can be carried still further if we give up, partially at least, the continuity of the indefinite integral. For subsequent researches in this direction, vide J. C. Burkill [5; 6; 7], J. Ridd\[6; 7\]er [6; 7], M. D. Kennedy and S. Pollard [1], S. Verblunsky [1], and J. Marcinkiewicz and A. Zygmund [1].

Except in a few general definitions in § 3, we shall consider in this chapter only functions of a real variable. As therefore we shall be employing in \( \mathbb{R}_1 \) notions established in the preceding chapters for arbitrary spaces \( \mathbb{R}_m \), it will be convenient to add a few complementary definitions.

We shall say that a point \( a \) is a right-hand point of accumulation for a linear set \( E \), if each interval \([a, a+h]\), where \( h > 0 \), contains an infinity of points of \( E \). A point of \( E \) which is not a right-hand point of accumulation for the set \( E \) is termed isolated on the right of this set. The definitions of left-hand points of accumulation and of points isolated on the left are obtained by symmetry.

Similarly, for each linear set \( E \), in addition to the densities defined in § 10, Chap. IV, we define at each point \( x \) four unilateral densities: two outer right-hand, upper and lower, and two outer left-hand, upper and lower, densities of \( E \). We shall understand by these four numbers the values of four corresponding Dini derivates of the measure-function (cf. Chap. IV, § 6) of \( E \) at the point \( x \). If at a point \( x \), two of these densities on the same side (right or left) are equal to 1, the point \( x \) is termed unilateral (right- or left-hand) point of outer density for the set \( E \). The term "outer" is omitted from these expressions if the set \( E \) is measurable.

Finally, we shall extend the notation of linear interval and denote, for each point \( a \) of \( \mathbb{R}_1 \), by \((-\infty, a)\), \((-\infty, a]\), \((a, +\infty)\) and \([a, +\infty)\) the half-lines \( x < a \), \( x \leq a \), \( x > a \) and \( x \geq a \) respectively.

**§ 2. A theorem of Lusin.** While discussing the significance of the condition (ii) in the definition (L) of an integral, we remarked that a continuous function which is almost everywhere derivable is by no means determined (apart from the additive constant) when we are given its derivative almost everywhere. It is, however, of greater interest that, for a function \( f \), the property of being almost everywhere the derivative of a continuous function, itself represents no restriction at all, except, of course, in so far as it implies that
the function \( f \) is measurable and almost everywhere finite (this last assertion follows, for instance, from the corollaries to Theorem 10.1, p. 236). We shall prove this result, which is due to N. Lusin [I; 4] (cf. also E. W. Hobson [II, p. 284]), by means of two lemmas.

(2.1) Lemma. If \( g \) is a function summable on an interval \([a, b]\), there exists, for each \( \varepsilon > 0 \), a continuous function \( G \) such that (i) \( G'(x) = g(x) \) almost everywhere on \([a, b]\), (ii) \( G(a) = G(b) = 0 \), and (iii) \( |G(x)| \leq \varepsilon \) at every point \( x \) of \([a, b]\).

Proof. Let \( H(x) \) be the indefinite integral of \( g(x) \). We insert in \([a, b]\) a finite sequence of points \( a = a_0 < a_1 < \ldots < a_n = b \) such that the oscillation of \( H \) is less than \( \varepsilon \) on each of the intervals \([a_i, a_{i+1}]\) where \( i = 0, 1, \ldots, n - 1 \). Let \( F \) (cf. (13.4), Chap. III, p. 101) be a function which is continuous and singular on \([a, b]\), monotone on each interval \([a_i, a_{i+1}]\) and coincides with the function \( H \) at the end-points of these intervals. Writing \( G = H - F \), we shall have (i) \( G'(x) = H'(x) - F'(x) = H'(x) = g(x) \) at almost all the points \( x \) of \([a, b]\), (ii) \( G(a) = G(b) = 0 \), and finally (iii) \( |G(x)| = |H(x) - F(x)| \leq \varepsilon \) on each interval \([a_i, a_{i+1}]\), and therefore on the whole interval \([a, b]\).

(2.2) Lemma. If \( g \) is a function which is summable on an interval \( J = [a, b] \) and if \( P \) is a closed set in \( J \), there exists for each \( \varepsilon > 0 \) a continuous function \( G \) such that (i) \( G'(x) = g(x) \) at almost all the points \( x \) of \( J - P \), (ii) \( G(x) = 0 \) and \( G'(x) = 0 \) at all the points \( x \) of \( P \) and (iii) \( |G(x + h)| \leq \varepsilon \cdot |h| \) for every \( x \) of \( P \) and every \( h \).

Proof. Let us represent the open set \( J^\circ - P \) as the sum of a sequence \( \{I_k = (a_k, b_k)\}_{k=1,2,...} \) of non-overlapping open intervals, and insert in each interval \( I_k \) an increasing sequence of points \( \{a_k^{(0)}\}_{i=-\infty,-1,0,1,...} \) infinite in both directions and tending to \( a_k \) or \( b_k \) according as \( i \rightarrow -\infty \) or \( i \rightarrow +\infty \). Let us further denote, for each \( k = 1, 2, \ldots, \) and \( i = 0, \pm 1, \pm 2, \ldots, \) by \( \varepsilon_k^{(i)} \) the smaller of the numbers \( \varepsilon \cdot (a_k^{(0)} - a_k)/(k+|i|) \) and \( \varepsilon \cdot (b_k - a_k^{(i+1)})/(k+|i|) \). Lemma 2.1 enables us to determine in each open interval \( I_k \) a continuous function \( G_k \) such that \( G_k'(x) = g(x) \) almost everywhere on \( I_k \), \( G_k(a_k^{(i)}) = 0 \) for \( i = 0, \pm 1, \pm 2, \ldots, \) and \( |G_k(x)| \leq \varepsilon_k^{(i)} \) when \( a_k^{(0)} \leq x \leq a_k^{(i+1)} \). If we now write \( G(x) = G_k(x) \) for \( x \in I_k \) and \( k = 1, 2, \ldots, \) and \( G(x) = 0 \) elsewhere on \( R_1 \), we see at once that the function \( G \) is continuous and fulfils the required conditions (i), (ii) and (iii).
(2.3) **Lusin's Theorem.** If \( f \) is a function which is measurable and almost everywhere finite on an interval \( J = [a, b] \), there always exists a continuous function \( F \) such that \( F'(x) = f(x) \) almost everywhere on \( J \).

**Proof.** We shall define by induction a sequence of continuous functions \( \{G_n\}_{n=0}^{\infty} \), each of these functions being almost everywhere derivable, and a sequence of closed sets \( \{P_n\}_{n=0}^{\infty} \) in \( J \), such that, writing \( Q_n = \sum_{k=0}^{n} P_k \) and \( F_n = \sum_{k=0}^{n} G_k \), the following conditions will be satisfied for \( n = 1, 2, \ldots \):

(a) \( F'_n(x) = f(x) \) for \( x \in Q_n \),
(b) \( G_n(x) = 0 \) for \( x \in Q_{n-1} \),
(c) \( |G_n(x+h)| \leq |h|/2^n \) for every \( x \in Q_{n-1} \) and every \( h \),
(d) \( |J - Q_n| \leq 1/n \).

For this purpose, we choose \( G_0(x) = 0 \) identically and \( P_0 = 0 \), and we suppose that for \( n = 0, 1, \ldots, r \) the closed sets \( P_n \) and the continuous functions \( G_n \), almost everywhere derivable, have been defined so as to satisfy the conditions (a), (b), (c) and (d) for each \( n \leq r \). Since the function \( f \) is measurable and almost everywhere finite, and since the function \( F_r \) is almost everywhere derivable, we can determine a measurable subset \( E_r \) of \( J - Q_r \) such that

\[
|J - Q_r - E_r| < 1/(r+1),
\]
and such that the derivative \( F'_r(x) \) exists at each point \( x \) of the set \( E_r \) and is bounded, together with the function \( f(x) \), on this set. Hence by Lemma 2.2, we can determine a continuous function \( G_{r+1} \), almost everywhere derivable, in such a manner that (i) \( G_{r+1}(x) = f(x) - F'_r(x) \) at almost all points of \( E_r \subset J - Q_r \), (ii) \( G_{r+1}(x) = G_{r+1}(x) = 0 \) at all points of \( Q_r \), and (iii) \( |G_{r+1}(x+h)| \leq |h|/2^{r+1} \) for every \( x \in Q_r \) and every \( h \).

Now it follows from the first of these conditions and from (2.4), that there exists a closed set \( P_{r+1} \subset E_r \) such that:

\[
|J - Q_r - P_{r+1}| < 1/(r+1), \quad (2.6) \quad G_{r+1}(x) = f(x) - F'_r(x) \text{ for } x \in P_{r+1},
\]
and we easily verify, on account of (2.6), (ii), (iii) and (2.5), that the conditions (a), (b), (c) and (d), still remain valid for \( n = r+1 \).

Let us now write:

\[
F(x) = \lim_{h\to0} F_h(x) = \sum_k G_k(x), \quad (2.7)
\]
\[
Q = \lim_{h\to0} Q_h = \sum_k P_k. \quad (2.8)
\]
In view of the condition (c), the series occurring in (2.7) converges uniformly, and the function $F$ is therefore continuous. Let $x_0$ be any point of $Q$. Then for every sufficiently large integer $n$ we have $x_0 \in Q_n$, and since
\[
\frac{F(x_0 + h) - F(x_0)}{h} = \frac{F_n(x_0 + h) - F_n(x_0)}{h} + \sum_{k=n+1}^{\infty} \frac{G_k(x_0 + h) - G_k(x_0)}{h},
\]
we find, on account of the conditions (a), (b) and (c), that
\[
\limsup_{h \to 0} \left| \frac{F(x_0 + h) - F(x_0)}{h} - f(x_0) \right| \leq 1/2^n,
\]
and so, that $F'(x_0) = f(x_0)$. Now it follows from the condition (d) that $|J - Q| = 0$; we therefore have $F'(x) = f(x)$ at almost all the points $x$ of $J$, and this completes the proof.

Theorem 2.3 remains valid for any space $R_m$:

If $f$ is a measurable function which is almost everywhere finite in a space $R_m$, there exists an additive continuous function of an interval $F$ such that $F'(x) = f(x)$ almost everywhere in $R_m$.

The proof is almost the same as that of Theorem 2.3. We may also, in the foregoing statement, replace the ordinary derivative $F'(x)$ by the strong derivative (vide Chap. IV, § 2, p. 106), but the proof is then more elaborate.

It may be remarked further that Lusin's theorem in the form (2.3), is obvious if the function $f$ is summable; for it is then almost everywhere the derivative of its indefinite integral. But this is no longer so when we wish to determine a function $F$ with a strong derivative almost everywhere equal to $f$ (cf. Chap. IV, p. 132). Nevertheless, it can be shown that given in a space $R_m$ any summable function of a point $f$, there always exists an additive continuous function of an interval, of bounded variation, $F$, such that $F'(x) = f(x)$ almost everywhere in $R_m$.

Lusin's method is applicable in several other arguments. It has been used, for instance, by J. Marcinkiewicz [1], to derive the theorem:

There exists a continuous function of a real variable $F$ which has the following property: with each measurable function $f$, almost everywhere finite, there can be associated a sequence of positive numbers $\{h_n\}$ tending to 0 such that
\[
\lim_{n} \frac{[F(x + h_n) - F(x)]}{h_n} = f(x)
\]
at almost all the points $x$.

§ 3. Approximate limits and derivatives. Given any function $F$ defined in the neighbourhood of a point $x_0$ of a space $R_m$, we shall call approximate upper limit of $F$ at $x_0$ the lower bound of all the numbers $y (\rightarrow \infty$ included) for which the set $E[F(x) > y]$ has $x_0$ as a point of dispersion (cf. Chap. IV, § 10). Similarly, the approximate lower limit of the function $F$ at the point $x_0$ is the
upper bound of the numbers \( y \) for which the set \( E[F(x) < y] \) has \( x_0 \) as a point of dispersion. These two approximate limits of \( F \) at \( x_0 \) are called also \textit{extreme} approximate limits and denoted by \( \limsup_{x \to x_0} \text{ap} F(x) \) and \( \liminf_{x \to x_0} \text{ap} F(x) \) respectively. When they are equal, their common value is termed \textit{approximate limit} of \( F \) at \( x_0 \) and denoted by \( \lim_{x \to x_0} \text{ap} F(x) \).

It is easily seen that if \( E \) is a measurable set for which \( x_0 \) is a point of density, then, in the preceding definitions of extreme approximate limits, the sets \( E[F(x) > y] \) and \( E[F(x) < y] \) may be replaced by the sets \( E[F(x) > y; x \in E] \) and \( E[F(x) < y; x \in E] \) respectively. Hence

\begin{equation}
(3.1) \quad \text{Theorem. If two functions coincide on a measurable set \( E \), their approximate extreme limits coincide at almost all points of \( E \), and in fact at every point of density of \( E \).}
\end{equation}

We see further that if \( x_0 \) is a point of density for a measurable set \( E \) and if the limit of \( F(x) \) exists as \( x \) tends to \( x_0 \) on \( E \), then this limit is at the same time the approximate limit of \( F \) at the point \( x_0 \). Therefore, if a function \( F \) is approximately continuous (cf. Chap. IV, p. 131) at a point \( x_0 \), we must have \( F(x_0) = \lim_{x \to x_0} \text{ap} F(x) \).

If \( x_0 \) is a point of density for a measurable set \( E \) and if, further, the function \( F \) is measurable on \( E \), it is easily seen that the approximate upper limit of \( F \) at \( x_0 \) is the lower bound of the numbers \( y \) for which the set \( E[F(x) \leq y; x \in E] \) has \( x_0 \) as a point of density. It follows, by the definition of approximate lower limit, that with the same hypotheses on the set \( E \) and on the function \( F \), in order that \( l = \lim_{x \to x_0} \text{ap} F(x) \), it is necessary and sufficient that for each \( \varepsilon > 0 \) the set \( E[l-\varepsilon \leq F(x) \leq l+\varepsilon; x \in E] \) should have the point \( x_0 \) as a point of density.

Let us remark finally that the following inequalities hold between approximate and ordinary extreme limits:

\begin{equation}
(3.2) \quad \liminf_{x \to x_0} F(x) \leq \liminf_{x \to x_0} \text{ap} F(x) \leq \lim_{x \to x_0} \text{ap} F(x) \leq \limsup_{x \to x_0} \text{ap} F(x) \leq \limsup_{x \to x_0} F(x);
\end{equation}

and hence the approximate limit exists and is equal to the ordinary limit, wherever the latter exists.
In order to understand better the meaning of the definitions of approximate limits, it may be remarked that the definitions of the ordinary limits are expressible in a very similar form. Thus the upper limit of \( F(x) \) at \( x_0 \) may be defined as the lower bound of all the numbers \( y \) for which \( x_0 \) is not a point of accumulation for the set \( E \{ F(x) > y \} \). The inequality (3.2) then becomes obvious.

For functions of a real variable, in addition to the approximate limits defined above, and which in this case we call bilateral, we introduce also four unilateral approximate limits. The approximate upper right-hand limit of a function \( F \) at a point \( x_0 \) is the lower bound of the numbers \( y \) for which the set \( E \{ F(x) > y; \ x > x_0 \} \) has \( x_0 \) as a point of dispersion. This limit is written \( \lim \sup_{x \to x_0^+} F(x) \). The three other approximate extreme unilateral limits are defined and denoted similarly.

These generalizations of the notion of limit lead very naturally to parallel generalizations of derivates. Thus, given a finite function of a real variable \( F \), we define at each point \( x_0 \) the approximate right-hand upper derivate \( F^+(x_0) \) and lower derivate \( F^-(x_0) \), the approximate left-hand upper derivate \( F^+(x_0) \) and lower derivate \( F^-(x_0) \), and the approximate bilateral upper derivate \( F^+(x_0) \) and lower derivate \( F^-(x_0) \), as the corresponding approximate extreme limits of the ratio \( [F(x) - F(x_0)]/(x - x_0) \) as \( x \to x_0 \). When all these derivates are equal (or, what comes to the same, when \( F^+(x_0) = F^-(x_0) \)), their common value is called approximate derivative of \( F \) at \( x_0 \) and is denoted by \( F^\prime(x_0) \); if further, this derivative is finite, the function \( F \) is said to be approximately derivable at \( x_0 \).

For some further generalizations, such as "preponderant derivates" ("nombres dérivés prépondérants"), and for a deeper study of the properties of approximate derivates, the reader should consult A. Denjoy [6] and A. Khintchine [5].

The properties of bilateral approximate limits, discussed above, can be taken over, with the obvious formal modifications, so as to apply to unilateral approximate limits. In particular, Theorem 3.1 may be completed as follows:

(3.3) Theorem. If two functions of a real variable coincide on a measurable set \( E \), their approximate extreme limits and their approximate derivates coincide respectively at almost all points of \( E \), and in fact at every point of density of \( E \).

Also, if a function \( F \) is measurable on a set \( E \), we have \( F^\prime(x) = F_E(x) \) at almost all the points \( x \) of \( E \) at which the function \( F \) has a derivative with respect to the set \( E \).
§ 4. Functions VB and VBG. We shall denote by $V(F; E)$, and call weak variation of a finite function $F(x)$ on a set $E$, the upper bound of the numbers $\sum_i |F(b_i) - F(a_i)|$ where $\{[a_i, b_i]\}$ is any sequence of non-overlapping intervals whose end-points belong to $E$. If $V(F; E) < +\infty$, the function $F$ is said to be of bounded variation in the wide sense on the set $E$, or, simply, of bounded variation on $E$, or VB on $E$.

In the special case in which the set $E$ is a closed interval, we clearly have $V(F; E) = W(F; E)$, i.e. the weak variation of the function $F$ on $E$ then coincides with its absolute variation in the sense of Chap. III, § 13.

The definition of functions of bounded variation in the wide sense on a set thus constitutes a generalization (for functions of a real variable) of that of functions of bounded variation on an interval. If $E$ is a linear figure formed of disconnected intervals we only get the inequality $V(F; E) \leq W(F; E)$, but it is easy to see that even then the relation $W(F; E) < +\infty$ always implies $V(F; E) < +\infty$.

Plainly, every function which is VB on a set $E$ is bounded on $E$ and is VB on each subset of $E$. Again, any function $F$ which is continuous on a set $E$ and VB on a set $A \subset E$ everywhere dense in $E$ (cf. Chap. II, § 2) is VB on the whole set $E$ (for then $V(F; E) = V(F; A)$). Finally, if $F$ and $G$ are two functions which are bounded on a set $E$ and $M$ denotes the upper bound of the absolute values of these functions on $E$, we have $V(aF + bG; E) \leq |a| \cdot V(F; E) + |b| \cdot V(G; E)$ for each pair of constants $a$ and $b$, and $V(F \cdot G; E) \leq M \cdot [V(F; E) + V(G; E)]$ (cf. Chap. III, p. 97). Hence every linear combination, with constant coefficients, of two functions which are VB on a set, and the product of the two functions, are themselves VB on this set.

A function $F(x)$ is said to be of generalized bounded variation in the wide sense on a set $E$, or simply, of generalized bounded variation on $E$, or again, for short, VBG on $E$, if $E$ is the sum of a finite or enumerable sequence of sets on each of which $F(x)$ is VB. From what has just been proved for functions which are VB we see at once that every linear combination of two functions which are VBG on a set, and the product of the two functions, are themselves VBG on this set.

(4.1) Lemma. In order that a function $F$ be bounded and non-decreasing [of bounded variation] on a set $E$, it is necessary and sufficient that $F$ coincide on $E$ with a function which is bounded and non-decreasing [of bounded variation] on the whole straight line $R_1$. 
CHAPTER VII. Functions of generalized bounded variation.

Proof. Let us denote for each $x$, by $E(x)$ the set of the points of $E$ which belong to the interval $(-\infty, x]$. We shall consider two cases separately.

1° The function $F$ is bounded and non-decreasing on $E$. For each $x$, let $G(x)$ denote the upper bound of the function $F$ on the set $E(x)$, or else the lower bound of the function $F$ on $E$, according as $E(x) \neq 0$ or $E(x) = 0$. The function $G$ thus defined is evidently bounded and non-decreasing on the whole straight line $R_1$ and coincides with the function $F$ on $E$.

2° The function $F$ is VB on $E$. For each point $x$, let $V(x) = V(F; E(x))$ if $E(x) \neq 0$, and $V(x) = 0$ if $E(x) = 0$. We see at once that the function $V(x)$ is monotone and bounded on the whole straight line $R_1$ and that $V(x) - F(x)$ is non-decreasing and bounded on $E$. Hence, by what has just been proved in 1°, there exists a function $G(x)$ which is bounded and non-decreasing on $R_1$ and which coincides on $E$ with $V(x) - F(x)$. We have therefore $F(x) = V(x) - G(x)$ for every $x \in E$, and since the function $V(x) - G(x)$, as difference of two bounded monotone functions, is clearly of bounded variation on $R_1$, this completes the proof.

(4.2) Theorem. Let $F$ be a function which is measurable on a set $E$ and which is VB on a set $E_1 \subseteq E$. Then (i) $F$ is approximately derivable at almost all points of $E_1$ and (ii) there exists a measurable set $E_2$ such that $E_1 \subseteq E_2 \subseteq E$ and that $F$ is VB on $E_2$.

Proof. By Lemma 4.1, there exists a function $G$ which coincides with $F$ on the set $E_1$ and which is of bounded variation on the whole straight line $R_1$. Let $E_2$ be the set of the points $x$ of $E$ at which $F(x) = G(x)$. Then since $F$ is, by hypothesis, measurable on $E$, the set $E_2$ must be measurable. Moreover, as $E_1 \subseteq E_2 \subseteq E$, the function $F$ is, with $G$, of bounded variation on $E_2$, and by Lebesgue's Theorem 5.4, Chap. IV, and Theorem 3.3, the finite approximate derivative $F_{ap}(x) = G'(x)$ exists at almost all the points $x$ of $E_2$.

Theorem 4.2 leads at once to the following theorem, which for the Denjoy integral takes the place of Lebesgue's Theorem on derivability of functions of bounded variation:

(4.3) Theorem of Denjoy-Khintchine. A function which is measurable and VB on a set is approximately derivable at almost all points of this set.
Finally, if we make use of Theorem 9.1, Chap. IV, and Lemma 4.1, we may complete Theorem 4.2 as follows:

(4.4) Theorem. A function $F$ which is VB on a set $E$, is derivable with respect to the set $E$ at almost all points of $E$. Moreover, if $N$ denotes the set of the points at which the derivative $F'E(x)$ (finite or infinite) does not exist, then the graph of the function $F$ on $N$ is of length zero and consequently the set of the values taken by $F$ on $N$ is of measure zero; in symbols $\Lambda\{B(F; N)\} = |F[N]| = 0$.

For an extension of Theorem 4.3 to functions of two variables, vide V. G. Čelidze [1].

§ 5. Functions AC and ACG. A finite function $F$ will be termed absolutely continuous in the wide sense on a set $E$, or absolutely continuous on $E$, or simply AC on $E$, if given any $\varepsilon > 0$ there exists an $\eta > 0$ such that for every sequence of non-overlapping intervals $\{[a_k, b_k]\}$ whose end-points belong to $E$, the inequality $\sum (b_k - a_k) < \eta$ implies $\sum |F(b_k) - F(a_k)| < \varepsilon$.

A function $F$ will be termed generalized absolutely continuous function in the wide sense on a set $E$, or generalized absolutely continuous function on $E$, or finally ACG on $E$, if $F$ is continuous on $E$ and if $E$ is the sum of a finite or enumerable sequence of sets $E_n$ on each of which $F$ is AC.

These definitions generalize that of functions absolutely continuous on a linear interval (cf. Chap. III, §§ 12, 13) and allow us to generalize certain fundamental properties of the latter. We see at once, by the arguments of the preceding §, that every linear combination of two functions which are AC [ACG] on a bounded set, and the product of such functions, are themselves AC [ACG] on this set. Further, every function which is AC on a bounded set $E$ is VB on $E$. In fact, if $F$ is such a function, there exists an $\eta_0 > 0$ such that $V(F; E \cdot I) \leq 1$ for each interval $I$ of length $< \eta_0$. It follows that $F$ is bounded on $E$. Let $M$ be the upper bound of the absolute values of $F$ on $E$, and let $J$ be an interval containing $E$; then, $J$ is the sum of a finite number of non-overlapping intervals $J_1, J_2, \ldots, J_p$ each of which is of length $< \eta_0$, and we find $V(F; E) \leq \sum_{k} V(F; E \cdot J_k) + 2pM < +\infty$.

It follows at once that any function which is ACG on a set $E$ (bounded or unbounded) is VBG on $E$, and therefore, by the theorem of Denjoy-Khintchine given in the preceding §, every function which is ACG on a measurable set is approximately derivable at almost all points of this set.
Nevertheless we can construct an example of a function which is AC
on an interval and which is not derivable in the ordinary sense at the points of
a set of positive measure.

For this purpose, let $H$ denote a bounded, perfect, non-dense set of
positive measure, with the bounds $a$ and $b$. Let $I=[a, b]$ and let $\{I_n=[a_n, b_n]\}_{n=1}^\infty$ be the sequence of the intervals contiguous to $H$. We denote further by $c_n$ the length of the largest subinterval of $[a, b]$ which does not overlap the first $n$ intervals $I_1, I_2, \ldots, I_n$ of this sequence. Plainly

$$\lim_{n \to \infty} |I_n| = 0 \quad \text{and} \quad \lim_{n \to \infty} c_n = 0.$$  

(5.1)

Now let $c_n$ denote for each $n=1, 2, \ldots$, the centre of the interval $I_n$, and let $F$ be the function defined on the interval $I$ by the following conditions:

1. $F(x) = 0$ for $x \in H$;
2. $F(c_n) = |I_n| + c_n$ for $n=1, 2, \ldots$;
3. $F$ is linear in each of the intervals $[a_n, c_n]$ and $[c_n, b_n]$ where $n=1, 2, \ldots$. Thus defined, the function $F$ is continuous on $I$ by (5.1) and is AC on $H$ and on each $I_n$; since $I=H+\sum_{n=1}^\infty I_n$, it follows that $F$ is AC on $I$.

We shall show that $F$ is not derivable at any point $x \in H$. In fact, since $F$ vanishes on $H$, we have

$$F'(x) \leq 0 \leq \bar{F}(x) \quad \text{for every} \quad x \in H.$$  

(5.2)

If therefore a point $x_0$ is a left-hand end-point of an $I_n$, there can be no derivative $F'(x_0)$ since it is clear that $\bar{F}(x_0) = F^+(x_0) > 0$ and therefore, by (5.2), that $\bar{F}(x_0) = \bar{F}(x_0)$, Similarly, $F(x_0) < 0 < \bar{F}(x_0)$ if $x_0$ is a right-hand end-point of an interval $I_0$.

If, on the other hand, $x_0 \in H$, $x_0 = a_n$ and $x_0 = b_n$ for $n=1, 2, \ldots$, denote by $i_n$ the suffix of that interval of the system $I_1, I_2, \ldots, I_n$ which is nearest to $x_0$. Then

$$\lim_{n \to \infty} i_n = +\infty \quad \text{and} \quad 0 < |c_{i_n} - x_0| < |I_{i_n}| + c_n,$$

and so, by the definition of $F(x)$, we have

$$F(c_{i_n}) - F(x_0) = |I_{i_n}| + c_{i_n} > |I_{i_n}| + c_n \geq |x_0 - c_{i_n}|.$$  

Since $\lim_{n \to \infty} c_{i_n} = x_0$, it follows that either $F(x_0) \geq 1$ or $F(x_0) \leq -1$, which by (5.2), proves that $F$ is not derivable at $x_0$.

Let us remark, in conclusion, that a function $F$ which is continuous on a set $E$ and which is AC on a subset of $E$ everywhere dense in $E$, is AC on the whole set $E$.

§ 6. Lusin's condition (N). A finite function $F$ is said to fulfill the condition (N) on a set $E$, if $|F[H]| = 0$ for every set $H \subseteq E$ of measure zero (for the notation cf. Chap. III, p. 100). Clearly, a function which fulfills the condition (N) on each of the sets of a finite or enumerable sequence, also fulfills this condition on the sum of these sets.

The condition (N) was introduced by N. Lusin [1, p. 109], who was the first to recognize the importance of this condition in the theory of the integral. It is easy to see that in the domain of continuous functions the condition (N) is necessary and sufficient in order that the function should transform every measurable set into a measurable set (cf. H. Rademacher [1] and H. Hahn [1, p. 586]). Among the more recent researches devoted to the condition (N) and to other similar conditions (cf., below, Chap. IX) the reader should consult above all N. Bary [3].
(6.1) **Theorem.** A function which is ACG on a set necessarily fulfils the condition (N) on this set.

**Proof.** Since each set on which a function is ACG is the sum of a sequence of sets on which the function is AC, it will suffice to prove that $|F[H]| = 0$ whenever $H$ is a set of measure zero and $F$ a function AC on $H$.

For this purpose, let $\varepsilon$ be any positive number. We denote, for brevity, by $M(E)$ and $m(E)$ respectively the upper and lower bounds of $F$ on $E$, when $E$ is any subset of $H$, and we write $M(E) = m(E) = 0$ in the case in which $E = \emptyset$. Since the function $F$ is AC on $H$, there exists a number $\eta > 0$ such that $\sum [M(H \cdot I_k) - m(H \cdot I_k)] < \varepsilon$

for every sequence of non-overlapping intervals $\{I_k\}$ which satisfies the condition $\sum |I_k| < \eta$. Now since the set $H$ is of measure zero, we can determine a sequence of non-overlapping intervals $\{I_k\}$ which satisfies this last condition and which covers, at the same time, the whole set $E$. Therefore, since $|F[H \cdot I_k]| \leq M(H \cdot I_k) - m(H \cdot I_k)$ for each $k$, it follows that $|F[H]| \leq \varepsilon$. Hence, $\varepsilon$ being arbitrary, $|F[H]| = 0$.

It follows from Theorem 7.8 (10), Chap. IV, that every function which is absolutely continuous on an interval and whose derivative is almost everywhere non-negative, is monotone non-decreasing. With the help of Theorem 6.1, this result can be extended to functions which are ACG and we have:

(6.2) **Theorem.** Every function $F(x)$ which is ACG on an interval $I$ and for which we have almost everywhere in this interval $F'_n(x) \geq 0$, or more generally, $\overline{F}'(x) \geq 0$, is monotone non-decreasing.

In particular therefore, if the approximate derivative of a function which is ACG on an interval vanishes almost everywhere on this interval, then the function is a constant.

**Proof.** Let $\varepsilon$ be any positive number and let $G(x) = F(x) + \varepsilon x$. The function $G$ is then ACG on the interval $I$ (together with the function $F$), and moreover, we have $\overline{G}'(x) = \overline{F}'(x) + \varepsilon \geq \varepsilon > 0$ at almost all the points $x$ of $I$. Hence, denoting by $H$ the set of the points $x$ at which $\overline{G}'(x) \leq 0$, we have $|H| = 0$, and this implies, by Theorem 6.1, that $|G[H]| = 0$. Thus the set $G[H]$ cannot contain any non-degenerate interval, and by Theorem 7.1, Chap. VI, the function $G(x) = F(x) + \varepsilon x$ is non-decreasing on $I$. It follows at once, by making $\varepsilon \to 0$, that the function $F$ is itself non-decreasing.
If we analyze the preceding proof, we notice that the hypothesis of generalized absolute continuity of \( F(x) \) has been used only to show that every function of the form \( F(x)+\varepsilon x \), where \( \varepsilon > 0 \), fulfills the condition \( (N) \). It is remarkable that the condition \( (N) \) need not remain satisfied when we add a linear function to a function fulfilling the condition, even when this last function is restricted to be continuous (vide S. Mazurkiewicz [1]). For this reason it is not enough to suppose in the preceding proof that the function \( F(x) \) merely fulfills the condition \( (N) \).

Nevertheless, Theorem 6.2 itself does remain true for arbitrary functions which fulfill the condition \( (N) \). The theorems which will be proved in Chap. IX, \$7\), include a more general result, namely that every continuous function which fulfills the condition \( (N) \) and whose derivative is non-negative at almost all the points at which it exists, is monotone non-decreasing.

We shall show (vide, below, Theorem 6.8) that for continuous functions of generalized bounded variation on closed sets, the converse of Theorem 6.1 is true, i.e. that in this case the condition \( (N) \) is equivalent to generalized absolute continuity. Similarly, for continuous functions of bounded variation the condition \( (N) \) is equivalent to absolute continuity in the ordinary sense.

We shall begin with a lemma which will also prove useful elsewhere.

(6.3) **Lemma.** If, for a finite function \( F \), the inequalities \( \overline{F}^+(x) \leq M \) and \( \underline{F}^-(x) \geq -M \), where \( M \) is a finite non-negative number, hold at each point \( x \) of a set \( D \), then \( |F[D]| \leq M \cdot |D| \).

**Proof.** Let \( \varepsilon \) be any positive number. Let \( D_n \) denote for each positive integer \( n \) the set of the points \( x \) of \( D \) for which we have \( F(t) - F(x) \leq (M + \varepsilon) \cdot |t - x| \) whenever \( |t - x| \leq 1/n \). The sets \( D_n \) evidently constitute an ascending sequence and we see easily that \( D = \lim D_n \).

With each \( D_n \) we can associate a sequence of intervals \( \{I_i^{(n)}\}_{k=1,2,...} \) which covers \( D_n \) and fulfills the condition

\[
\sum_k |I_k^{(n)}| \leq |D_n| + \varepsilon,
\]

and in which, further, no \( I_k^{(n)} \) has length greater than \( 1/n \). By definition of \( D_n \), we therefore have, for every pair \( x_1, x_2 \) of points of \( D_n \), the inequality \( |F(x_2) - F(x_1)| \leq (M + \varepsilon) \cdot |x_2 - x_1| \leq (M + \varepsilon) \cdot |I_k^{(n)}| \), so that \( |F[D_n \cdot I_k^{(n)}]| \leq (M + \varepsilon) \cdot |I_k^{(n)}| \). In view of the inequality (6.4) it therefore follows that, for every \( n \),

\[
|F[D_n]| \leq \sum_k |F[D_n \cdot I_k^{(n)}]| \leq (M + \varepsilon) \cdot \sum_k |I_k^{(n)}| \leq (M + \varepsilon) \cdot (|D_n| + \varepsilon);
\]

and, by making first \( n \rightarrow \infty \) and then \( \varepsilon \rightarrow 0 \), we derive \( |F[D]| \leq M \cdot |D| \).
(6.5) **Theorem.** If a function $F$ is derivable at every point of a measurable set $D$, then

\[ |F[D]| \leq \int_D |F'(x)| \, dx. \]

**Proof.** We may clearly assume that the set $D$ is bounded. Given any $\varepsilon > 0$, let $D_n$ denote, for each positive integer $n$, the set of the points $x \in D$, at which $(n-1)\varepsilon \leq |F'(x)| < n\varepsilon$. We then have, by the preceding lemma,

\[ |F[D]| \leq \sum_{n=1}^{\infty} |F[D_n]| \leq \sum_{n=1}^{\infty} n\varepsilon \cdot |D_n| \leq \int_D |F'(x)| \, dx + \varepsilon \cdot |D|, \]

and hence, $\varepsilon$ being arbitrary, the inequality (6.6).

The formula (6.6) remains true when we replace in it the derivative $F'(x)$ by any Dini derivate, provided however that we restrict the latter to be finite in $D$. The proof then becomes rather more elaborate and requires certain general theorems on derivates which will be established later (vide Chap. IX, § 4).

(6.7) **Theorem.** In order that a function $F(x)$ which is continuous and VB on a bounded closed set $E$, be AC on $E$, it is necessary and sufficient that $F(x)$ fulfil the condition $(N)$ on this set.

**Proof.** In view of Theorem 6.1, it remains to be shown that the condition is sufficient.

Suppose then that $F$ fulfils the condition $(N)$ on $E$. Let $a_0$ and $b_0$ be the bounds of $E$, and let $G$ denote the function which coincides with $F$ at the points of $E$ and is linear in the intervals contiguous to $E$. The function $G$ is evidently continuous and of bounded variation, and fulfils the condition $(N)$ on the whole interval $[a_0, b_0]$.

Given any subinterval $I = [a, b]$ of $[a_0, b_0]$, let us denote by $D$ the set of the points of $I$, at which the function $G$ is derivable, and write $H = I - D$. Plainly $|H| = 0$, and therefore also $|G[H]| = 0$.

On the other hand, since the interval with the end-points $G(a)$ and $G(b)$ is contained in $G[I]$, we have by Theorem 6.5

\[ |G(b) - G(a)| \leq |G[D]| + |G[H]| = |G[D]| \leq \int_a^b |G'(x)| \, dx. \]

Since this inequality is valid for every subinterval $I = [a, b]$ of $[a_0, b_0]$ and since by Theorem 7.4, Chap. IV, the derivative $G'(x)$ is summable on $[a_0, b_0]$, it follows that the function $G$ is AC on $[a_0, b_0]$, and therefore that $F$ is AC on the set $E$, where $F$ and $G$ coincide.
It is easy to see that the same argument leads to a more general theorem: in order that a continuous function $F$ which is continuous on an interval $I_0$ be absolutely continuous on this interval, it is necessary and sufficient that $F$ fulfill the condition (N) on $I_0$ and that its derivative exist almost everywhere on $I_0$ and be summable on $I_0$. This theorem will again be generalized in Chap. IX, § 7.

(6.8) Theorem. In order that a function $F$ which is continuous and VBG on a closed set $E$ be ACG on $E$, it is necessary and sufficient that $F$ fulfill the condition (N) on this set.

Proof. In view of Theorem 6.1, we need only prove the condition (N) sufficient. Now, since $F$ is VBG on the set $E$, this set is expressible as the sum of a sequence of bounded sets $\{E_n\}$ such that the function $F$ is VB on each $E_n$. By continuity of $F$ on the closed set $E$, we may suppose (cf. § 4, p. 221) that each set $E_n$ is closed. Since further $F$ fulfils the condition (N) on $E$, it follows from Theorem 6.7 that the function $F$ is AC on each $E_n$, and therefore ACG on $E$.

§ 7. Functions VB* and VBG*. We shall denote by $V_*(F; E)$ and term strong variation of a finite function $F$ on a set $E$, the upper bound of the sums $\sum_k O(F; I_k)$ where $\{I_k\}$ is any sequence of non-overlapping intervals whose end-points belong to $E$ (in accordance with Chap. III, p. 60, $O(F; I_k)$ denotes the oscillation of $F$ on the interval $I_k$). If $V_*(F, E)<+\infty$, the function $F$ will be said to be of bounded variation in the restricted sense on the set $E$, or VB* on $E$.

Following the order of the definitions of § 4, we shall say further that a finite function is of generalized bounded variation in the restricted sense, or simply, is VBG* on a set $E$, if $E$ is the sum of a finite or enumerable sequence of sets on each of which the function is VB*.

In the special case in which the set $E$ is a closed interval, we clearly have $V_*(F; E)=V(F; E)=W(F; E)$. It is easy to see that we always have $V(F; E)\leq V_*(F; E)$; so that every function which is VB* on a set, is VB on this set, and consequently, every function which is VBG* on a set, is VBG on this set. We next observe (by using trivial inequalities for the VB* case, and thence passing on to the VBG* case) that every linear combination, with constant coefficients, of two functions which are VB* [VBG*], and also the product of two such functions, are themselves VB* [VBG*].
Let us observe that, for a function, the property of being VB, VBG, AC, or ACG, on a set \( E \) depends solely on the behaviour of the function on \( E \); whereas the property of being VB* or VBG* on \( E \) depends on the behaviour of the function on the whole of an interval containing the set \( E \). In other words, of two functions which coincide on a set \( E \), one may be VB* or VBG* on \( E \) and the other not. The same remark applies to the property of being AC* or ACG* with which we shall be concerned in the next §.

We have remarked in § 4, p. 221, that a function which is continuous on a set \( E \) and which is VB on an everywhere dense subset of \( E \), is necessarily VB on \( E \). A similar result is true for functions which are VB*, the assumption of continuity of the given function being now superfluous. We have in fact:

(7.1) **Theorem.** Every finite function \( F \) which is VB* on a bounded set \( E \) is equally so on the closure \( \bar{E} \) of this set.

**Proof.** Let \( a \) and \( b \) denote the bounds of \( E \) and therefore also of \( \bar{E} \). Let \( a=a_0<a_1<...<a_n=b \) be any finite sequence of points of \( \bar{E} \); we write \( I=[a,b] \) and \( I_k=[a_{k-1}, a_k] \) for \( k=1,2,\ldots,n \). We shall say that an interval \( I_k \) is of the first class if it contains points of \( E \), and otherwise of the second class. The intervals \( I_1 \) and \( I_n \) are clearly of the first class, and we see easily that, if an interval \( I_k \) is of the second class, then both the adjacent intervals \( I_{k-1} \) and \( I_{k+1} \) are certainly of the first class.

Let us denote by \( 1=i_0<i_1<...<i_r=n \) the suffixes of the intervals \( I_k \) of the first class and by \( j_0<j_1<...<j_s \) those of the second. With each interval \( I_{i_h} \) of the first class we associate a point \( b_h \in I_{i_h} \cdot E \) and we write \( J_h=[b_{h-1}, b_h] \) for \( h=1,2,\ldots,r \). It is easy to see that

\[
\sum_{h=0}^{r} O(F; I_{i_h}) \leq O(F; I_1) + O(F; I_n) + 2 \cdot \sum_{h=1}^{r} O(F; J_h)
\]

and

\[
\sum_{h=0}^{s} O(F; I_{i_h}) \leq \sum_{h=1}^{r} O(F; J_h).
\]

Hence, \( \sum_{k=1}^{n} O(F; I_k) \leq 3 \cdot \sum_{h=1}^{r} O(F; J_h) + 2 \cdot O(F; I) \leq 3 \cdot [V_*(F; E) + O(F; I)] \), and therefore \( V_*(F; \bar{E}) \leq 3 \cdot [V_*(F; E) + O(F; I)] + \infty \). This completes the proof.
(7.2) **Theorem.** If a function $F$ is VBG* on a set $E$, then $F$ is derivable at almost all points of this set; and further if $N$ denotes the set of the points $x$ of $E$ at which the function has no derivative, finite or infinite, then $|F[N]| = \lambda(\beta(F; N)) = 0$.

**Proof.** We may clearly suppose that the set $E$ is bounded and that the function $F$ is VB* on $E$. Moreover, by Theorem 7.1, we may suppose that the set $E$ is closed.

Let therefore $a$ and $b$ denote the bounds of $E$ on the left and on the right, and $(I_n)_{n=1,2,...}$ the sequence of the intervals contiguous to $E$. Writing $m_n$ and $M_n$ respectively for the lower and upper bounds of $F$ on $I_n$, we define two functions $m(x)$ and $M(x)$ on $[a, b]$ making $m(x) = m_n$ and $M(x) = M_n$ for $x \in I_n$ where $n=1,2,...$, and $m(x) = M(x) = F(x)$ for $x \in E$. The two functions $m(x)$ and $M(x)$ thus defined are plainly of bounded variation on the whole interval $[a, b]$ and coincide with $F(x)$ on the set $E$. Therefore, denoting by $N_0$ the set of the points $x \in E$ at which either one at least of the (finite or infinite) derivatives $M'(x)$ and $m'(x)$ does not exist, or both exist without being equal, we find by Theorem 9.1, Chap. IV, that

\[(7.3) \quad |F[N_0]| = |\lambda(\beta(F; N_0))| = 0.\]

On the other hand, $m(x) = F(x) = M(x)$ at every point $x$ of $E$, while $m(x) \leq F(x) \leq M(x)$ on the whole interval $[a, b]$. It follows that the derivative $F'(x) = m'(x) = M'(x)$ exists at each point $x$ of $E$, except at most those of the set $N_0$ which is subject to the relation (7.3). Finally, since the functions $m(x)$ and $M(x)$ are derivable almost everywhere on the interval $[a, b]$, the function $F$ must be derivable at almost all points of $E$, and this completes the proof.

Theorem 7.2 (for continuous functions and in a slightly less complete form) was first proved by Denjoy and by Lusin, independently. It plays in the theory of the Denjoy-Perron integral (vide, below, Chap. VIII) a part similar to that of Lebesgue's Theorem (Chap. IV, § 5) in the theory of the Lebesgue integral. A corresponding part is played in the theory of the Denjoy-Khintchine integral by Theorem 4.3. But the latter is stated in terms of approximate derivation (cf. the example of p. 224) whereas Theorem 7.2, which requires no modification of the notion of derivative, is, for functions of a real variable, a direct generalization of Lebesgue's Theorem.
§ 8. Functions $\text{AC}_*$ and $\text{ACG}_*$. A finite function $F$ is said to be absolutely continuous in the restricted sense on a bounded set $E$, or to be $\text{AC}_*$ on $E$, if $F$ is bounded on an interval containing $E$ and if to each $\varepsilon > 0$ there corresponds an $\eta > 0$ such that, for every finite sequence of non-overlapping intervals $\{I_k\}$ whose end-points belong to $E$, the inequality $\sum |I_k| < \eta$ implies $\sum O(F; I_k) < \varepsilon$.

A function will be termed generalized absolutely continuous on a set $E$, or $\text{ACG}_*$ on $E$, if the function is continuous on $E$ and if the set $E$ is expressible as the sum of a sequence of bounded sets on each of which the function is $\text{AC}_*$.

In the case in which the set $E$ is an interval, the class of functions $\text{AC}_*$ on $E$ coincides with that of the functions which are absolutely continuous on $E$ in the ordinary sense. Every function which is $\text{AC}_*$ on an arbitrary set $E$ is AC on $E$, and every function which is $\text{ACG}_*$ on $E$ is $\text{ACG}$ on $E$. On the other hand, any function which is $\text{AC}_*$ on a bounded set is $\text{VB}_*$ on this set, and therefore, any function which is $\text{ACG}_*$ on a set is $\text{VBG}_*$ on this set. To see this, let $F$ be $\text{AC}_*$ on a bounded set $E$. We can then determine a positive number $\eta_0$ such that $V_*(F; E \cap I) \leq 1$ for every interval $I$ of length less than $\eta_0$. Let $J$ be the smallest interval containing $E$, let $M$ be the upper bound of $|F(x)|$ on $J$, and suppose $J$ expressed as the sum of a finite number of non-overlapping intervals $J_1, J_2, \ldots, J_p$ each of length less than $\eta_0$. We shall then have

$$V_*(F; E) \leq \sum_{k=1}^{p} V_*(F; E \cap J_k) + 2Mp \leq (2M+1)\cdot p < +\infty,$$

and this shows that the function $F$ is $\text{VB}_*$ on $E$.

Thus a function which is $\text{AC}_*$ on a bounded set $E$ is both AC and $\text{VB}_*$ on this set, and similarly a function which is $\text{ACG}_*$ on $E$ is both $\text{ACG}$ and $\text{VBG}_*$ on $E$. The converse also is true, provided that the set $E$ is restricted to be closed (vide, below, Theorem 8.8). Instead of giving a special proof of this result, we shall establish some more general theorems about the relations between the notions $\text{VB}_*$, $\text{AC}_*$, $\text{VBG}_*$, $\text{ACG}_*$, $\text{VBG}_*$ and $\text{ACG}_*$.

(8.1) Lemma. Let $E$ denote a bounded closed set, $\{J_k\}$ the sequence of the intervals contiguous to $E$, and $I_0$ the smallest interval containing $E$. Then, for any function $F$ which is finite on $I_0$, we have

$$O(F; I_0) \leq V(F; E) + 2\cdot \sum_k O(F; J_k).$$
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Proof. Let \( M, m \) and \( M_0, m_0 \) be the bounds (upper, lower) of \( F \), on \( E \) and on \( I_0 \) respectively. Let \( M_0 \) be any finite number less than \( M_0 \), and \( x_0 \) a point of \( I_0 \) such that \( M_0 \leq F(x_0) \). If we have \( x_0 \in E \), this inequality implies \( M_0 \leq M \), while if \( x_0 \) belongs to an interval, \( J_{k_0} \) say, of the sequence \( \{ J_k \} \), \( M_0 \leq M + O(F; J_{k_0}) \). Hence
\[
(8.3) \quad M_0 \leq M + \sum_k O(F; J_k),
\]
and similarly
\[
(8.4) \quad m_0 \geq m - \sum_k O(F; J_k).
\]
On subtracting (8.4) from (8.3), we obtain, since \( M - m \leq V(F; E) \), the relation (8.2).

(8.5) Theorem. In order that a function \( F \) which is VB [AC] on a bounded closed set \( E \), be VB* [AC*] on \( E \), it is necessary and sufficient that the series of its oscillations on the intervals contiguous to \( E \) be convergent.

Proof. The necessity of these conditions is obvious (cf. above p. 231); we have therefore only to prove them sufficient.

Let then \( \{ J_k \} \) denote the sequence of the intervals contiguous to \( E \), and suppose that
\[
(8.6) \quad \sum_k O(F; J_k) < +\infty.
\]
We shall consider the two cases separately:

1° The function \( F \) is VB on \( E \), i.e. \( V(F; E) < +\infty \). Then by Lemma 8.1, we have for every sequence \( \{ I_n \} \) of non-overlapping intervals whose end-points belong to \( E \),
\[
\sum_n O(F; I_n) \leq \sum_n V(F; E \cdot I_n) + 2 \cdot \sum_k O(F; J_k) \leq V(F; E) + 2 \cdot \sum_k O(F; J_k).
\]
It follows by (8.6) that \( V_*(F; E) < +\infty \), i.e. that the function \( F \) is VB* on \( E \).

2° The function \( F \) is AC on \( E \). Then, given any \( \epsilon > 0 \), there exists a number \( \eta > 0 \) such that, for every sequence of non-overlapping intervals \( \{ I_n \} \) whose end-points belong to \( E \), the inequality \( \sum_n |I_n| < \eta \) implies \( \sum_n V(F; E \cdot I_n) < \epsilon/2 \). Now by (8.6), there exists a positive integer \( k_0 \) such that
\[
(8.7) \quad \sum_{k=k_0+1}^{\infty} O(F; J_k) < \epsilon/4.
\]
Denote by \( \eta_0 \) the smallest of the \( k_0 + 1 \) numbers \( \eta, |J_1|, |J_2|, \ldots, |J_{k_0}| \), and let \( \tilde{I}_n \) be any sequence of non-overlapping intervals with end-
points in \( E \), the sum of whose lengths is less than \( \eta_0 \). None of these intervals \( \tilde{I}_n \) can contain one of the first \( k_0 \) intervals of the sequence \( \{J_n\} \), and it follows from (8.7) and from Lemma 8.1, that
\[
\sum_n O(F; \tilde{I}_n) \leq \sum_n V(F; E \cdot \tilde{I}_n) + \varepsilon/2 \leq \varepsilon.
\]
Therefore the function \( F \) is \( AC_* \) on \( E \), and this completes the proof.

\[ (8.8) \quad \textbf{Theorem.} \quad \text{In order that a function } F \text{ be } AC_* [ACG_*] \text{ on a bounded closed set } E, \text{ it is necessary and sufficient that } F \text{ be both } VBG_* \text{ and } AC [VBG_* \text{ and } ACG] \text{ on } E. \]

\textbf{Proof.} The necessity of these conditions is obvious, so that we have only to prove them sufficient.

Now, if the function \( F \) is both \( VBG_* \) and \( AC \) on \( E \), it follows at once from Theorem 8.5 that \( F \) is \( AC_* \) on \( E \). If on the other hand, \( F \) is \( VBG_* \) and \( ACG \) on \( E \), we can express the set \( E \) as the sum of a sequence of sets \( \{E_n\} \) on each of which \( F \) is both \( VBG_* \) and \( AC \). Since \( F \) is \( ACG \), and so continuous, on the set \( E \), which is by hypothesis closed, \( F \) is \( AC \) on the closure \( \bar{E}_n \) of each \( E_n \). Similarly, by Theorem 7.1, \( F \) is \( VBG \) on each \( \bar{E}_n \). Therefore by what has just been proved, \( F \) is \( AC_* \) on each of the sets \( \bar{E}_n \) and so, \( ACG \) on the set \( E \).

Theorem 8.8 ceases to hold if we remove the restriction that the set \( E \) is closed. Let \( E \) be the set of irrational points, and \( \{a_n\}_{n=1,2,...} \) the sequence of rational points of the interval \([0,1]\); and let \( F(x)=0 \) for \( x \in E \), and \( F(a_n)=1/2^n \) for \( n=1,2,... \). The function \( F \) thus defined is evidently \( VBG_* \) and \( AC \) on \( E \). To show that \( F \) is not \( AC_* \), nor even \( ACG_* \), on \( E \), suppose that the set \( E \) is the sum of a sequence of sets \( \{E_n\} \) on each of which \( F \) is \( AC_* \). By Baire's Theorem (Chap. II, Theorem 9.2), one at least of the sets \( E_n \) would be everywhere dense in a (non-degenerate) subinterval of \([0,1]\). But this is plainly impossible, since every subinterval of \([0,1]\) contains, in its interior, points of discontinuity of the function \( F \).

\[ \textbf{§ 9. Definitions of Denjoy-Lusin.} \quad \text{The definitions which we have adopted in this chapter for the classes of functions } VBG, ACG, VBG_* \text{ and } ACG_* \text{ are based on the ideas of A. Khintchine [3]. Rather different definitions were given by N. Lusin [1] and A. Denjoy [6], which are equivalent to those of Khintchine when we restrict ourselves to continuous functions. We give them here, in the form of necessary and sufficient conditions, in the following theorem.} \]

\[ (9.1) \quad \textbf{Theorem.} \quad \text{In order that a function which is continuous on a closed set } E, \text{ be } VBG [VBG_*, ACG, ACG_*] \text{ on } E, \text{ it is necessary and sufficient that every closed subset of } E \text{ contain a portion on which the function is } VB [VB_* , AC , AC_*]. \]
Proof. We shall deal only with the VBG case, the proof for the other three cases being quite similar.

1° The condition is necessary. Let \( F \) be a function which is continuous and VBG on \( E \). We can then express the set \( E \) as the sum of a sequence of sets \( \{E_n\} \) on each of which the function \( F \) is VB and, by continuity of \( F \), the sets \( E_n \) may be supposed closed. Then by Baire's Theorem (Chap. II, § 9), every closed subset of \( E \) has a portion \( P \) contained wholly in one of the sets \( E_n \). The function \( F \), which is VB on each \( E_n \), is thus certainly VB on \( P \).

2° The condition is sufficient. Suppose that \( F \) is a continuous function on \( E \) and that every closed subset of \( E \) contains a portion on which \( F \) is VB. Let \( \{I_n\} \) be the sequence of all the open intervals \( I \) with rational end-points such that \( F \) is VBG on \( E \cdot I \). Let \( Q = \bigcup_n E \cdot I_n \) and \( H = E - Q \). Plainly \( F \) is VBG on \( Q \) and we need only prove that the set \( H \) is empty.

Suppose therefore that \( H \neq 0 \). Since \( H \) is clearly a closed set, there exists, by hypothesis, an open interval \( J \) such that \( H \cdot J \neq 0 \) and that the function \( F \) is VB on \( H \cdot J \). We may evidently assume that the end-points of \( J \) are rational. Therefore, the function \( F \), which is VBG on the set \( Q \), is also VBG on the set \( E \cdot J \subseteq H \cdot J + Q \). This requires \( J \) to belong to the sequence of intervals \( \{I_n\} \) and we have a contradiction, since the set \( H \), by definition, has no points in common with any of the intervals \( I_n \).

Theorem 9.1 shows in particular that every continuous function which is VBG on an interval \( I \) is at the same time VB on some subinterval of \( I \). It follows that for every continuous function which is VBG on an interval \( I \), there exists an everywhere dense system of subintervals on each of which the function is almost everywhere derivable, although this function may, as shown in § 5, have no derivative at the points of a set of positive measure.

§ 10. Criteria for the classes of functions \( \text{VBG}^* \), \( \text{ACG}^* \), \( \text{VBG} \) and \( \text{ACG} \). A series of theorems enabling us to distinguish certain types of functions of generalized bounded variation and certain types of generalized absolutely continuous functions, are due to A. Denjoy [6].

(10.1) **Theorem.** If \( F(x) \) is a function which fulfils at all points of a set, except at most those of an enumerable subset, one of the inequalities

\[
\frac{\partial}{\partial x} F(x) < +\infty \quad \text{or} \quad \frac{\partial}{\partial x} F(x) > -\infty,
\]

then the function \( F(x) \) is \( \text{VBG}^* \) on this set.
Criteria for the classes of functions $\text{VBG}_*$, $\text{ACG}_*$, $\text{VB}$ and $\text{AC}$.

Proof. It is enough to show that the set $E$ of the points at which we have, say, $\Bar{F}(x)<+\infty$, is the sum of an enumerable infinity of sets on each of which $F$ is $\text{VB}_*$.

For any positive integer $n$, let $E_n$ denote the set of the points $x$ of $E$ such that for every $t$,

(10.3) \[0<|t-x|<1/n \implies [F(t)-F(x)]/(t-x)<n.\]

Further, for each integer $i$, let $E_n^i$ denote the part of $E_n$ situated in the interval $[i/n, (i+1)/n]$, and $a_n^i, b_n^i$ the lower and upper bounds of those of the $E_n^i$ which are not empty. We have clearly $E=\sum_{n=1}^{\infty} E_n=\sum_{n=1}^{+\infty} \sum_{i=-\infty}^{+\infty} E_n^i$.

Let now $F_n(x)=F(x)-nx$. For every point $x \in E_n$ and for every point $t$ which fulfils the first of the inequalities (10.3), we then have $[F_n(t)-F_n(x)]/(t-x)<0$. In particular, given any pair of points $x_1, x_2$ (where $x_1<x_2$) of $E_n^i$, we obtain

(10.4) \[F_n(a_n^i)>F_n(x_1)>F_n(x_2)>F_n(b_n^i),\]

and for every $t$ such that $x_1<t<x_2$ we find that $F_n(x_1)>F_n(t)>F_n(x_2)$. This last relation implies that, for every interval $I=[\alpha, \beta]$ whose end-points belong to the set $E_n^i$, we have $O(F_n; I)=F_n(\alpha)-F_n(\beta)$, and therefore by (10.4), for every sequence $\{I_j=[\alpha_j, \beta_j]\}$ of such intervals (which do not overlap),

\[\sum_j O(F_n; I_j)=\sum_j [F_n(\alpha_j)-F_n(\beta_j)] \leq F_n(a_n^i)-F_n(b_n^i).\]

The function $F_n(x)$, and therefore also the function $F(x)=F_n(x)+nx$, is thus $\text{VB}_*$ on every set $E_n^i$ and this completes the proof.

(10.5) Theorem. If $F(x)$ is a function which fulfils at all points of a set $E$, except, perhaps, at those of an enumerable set, one at least of the conditions

(10.6) \[-\infty<\underline{F^+}(x)\leq \overline{F^+}(x)\leq +\infty \text{ or } -\infty<\underline{F^-}(x)\leq \overline{F^-}(x)\leq +\infty,\]

then the set $E$ is the sum of an at most enumerable infinity of sets on each of which the function $F$ is $\text{AC}_*$. If, therefore, we are given further that $F(x)$ is continuous on $E$, then $F(x)$ is $\text{ACG}_*$ on $E$. 


CHAPTER VII. Functions of generalized bounded variation.

Proof. It is enough to show that if at every point \( x \) of a set \( A \) the two extreme right-hand derivates \( F^+(x) \) and \( F^-(x) \) are finite, then \( A \) is expressible as the sum of an at most enumerable infinity of sets on each of which the function \( F \) is \( AC_\ast \).

Let \( A_n \) denote, for each positive integer \( n \), the set of the points \( x \in A \) such that, for every \( t \),
\[
0 \leq t - x \leq 1/n \quad \text{implies} \quad |F(t) - F(x)| \leq n \cdot (t - x);
\]
and, for each integer \( i \), let \( A'_n \) denote the common part of \( A_n \) and of the interval \([i/n, (i+1)/n]\). Plainly \( A = \sum_{n=1}^{\infty} A_n = \sum_{i=-\infty}^{\infty} A'_n \).

Now, if \( I = [x_1, x_2] \) is any interval whose end-points belong to \( A'_n \), we have, for every \( t \in I \), the inequality \( 0 \leq t - x \leq 1/n \), and so, on account of (10.7), \( |F(t) - F(x)| \leq n \cdot (t - x) \leq n \cdot |I| \). This gives us \( O(F; I) \leq 2n \cdot |I| \); and therefore for any finite sequence \( \langle I_j \rangle \) of such intervals, \( \sum_j O(F; I_j) \leq 2n \cdot \sum_j |I_j| \). It follows that the function \( F \) is \( AC_\ast \) on each of the sets \( A'_n \), and this completes the proof.

Theorem 10.5 shows, in particular, that every function which is continuous and everywhere derivable (even only unilaterally) is \( \text{ACG}_\ast \). Nevertheless as we saw in Chap. VI, p. 187, such a function need not be absolutely continuous.

In view of Theorem 7.2, we may state also the following corollary of Theorems 10.1 and 10.5: A function \( F \) which fulfils at each point of a set \( E \) one at least of the inequalities (10.2) or (10.6), is derivable at almost all points of \( E \). In particular therefore, the set of the points at which a function has (on one side at least) its derivative infinite, is of measure zero. These statements will be generalized in Chap. IX, §4.

Theorems 10.1 and 10.5 contain sufficient conditions in order that a function be \( \text{VBG}_\ast \) or \( \text{ACG}_\ast \), but these conditions are clearly not necessary. Nevertheless, by employing the notion of derivates relative to a function (cf. Chap. IV, p. 108), it is easy to establish conditions similar to those of the preceding theorems, the conditions being this time both sufficient and necessary. Thus, as shown by A. J. Ward [3]:

In order that a finite function \( F \) be \( \text{VBG}_\ast \) on a set \( E \), it is necessary and sufficient that there exist a bounded increasing function \( U \) such that the extreme derivates of \( F \) with respect to \( U \) are finite at each point of \( E \) except, perhaps, those of an enumerable set.

In order to establish the necessity of the condition, let us suppose first that the function \( F \) is \( \text{VB}_\ast \) on \( E \). In view of Theorem 7.1 we may assume that the set \( E \) is bounded and closed. Let \([a, b]\) be the smallest interval containing \( E \), and, for each point \( x \) of the interval \([a, b]\), let \( V_1(x) \) and \( V_2(x) \) denote the strong
Theorem. If at every point $x$ of a set $E$, except perhaps at the points of an enumerable subset, a function $F$ fulfils any one of the inequalities

$$
\begin{align*}
F^+(x) &< +\infty, & F^+(x) &> -\infty, & F^-(x) &< +\infty, & F^-(x) &> -\infty, \\
F_{ap}(x) &< +\infty, & F_{ap}(x) &> -\infty,
\end{align*}
$$

then $F$ is VBG on $E$. 

Variations of $F$ (cf. § 7) on the parts of $E$ contained in the intervals $[a, x]$ and $[x, b]$ respectively. Finally for each $x$ of $[a, b]$, let $V(x) = V_1(x) + V_n(x)$. The function $V$ thus defined is increasing and finite on $[a, b]$, and can therefore be continued as a bounded increasing function on the whole straight line $H_1$. We see at once that throughout the set $E$, except at most at the points $a$ and $b$, the derivates of the function $F$ with respect to $V$ are finite and indeed cannot exceed in absolute value the number 1.

Suppose now given any function $F$ which is VBG on $E$. The set $E$ is then expressible as the sum of a sequence of sets on each of which the function $F$ is VB. Consequently, by what has just been proved, there exists for each $n$ a bounded increasing function $V_n$ with respect to which the function $F$ possesses finite derivates at each point of the set $E_n$ except at most at the bounds of this set. Therefore, denoting by $M_n$ the upper bound of $|V_n(x)|$ and writing $U(x) = \sum_n V_n(x)/2^n M_n$, we see at once that the function $U$ thus defined is increasing and bounded and that at each point of $E$, except perhaps those of an enumerable set, the function $F$ possesses finite derivates with respect to $U$.

The condition is sufficient. Let $F$ be a finite function having at each point of $E$, except perhaps at those of an enumerable subset, finite derivates with respect to a bounded increasing function $U$. For each positive integer $n$, let $E_n$ denote the set of the points $x$ of $E$ for which the inequality $|t-x| \leq 1/n$ implies $|F(t)-F(x)| \leq n \cdot |U(t)-U(x)|$; and let each $E_n$ be expressed as the sum of a sequence of sets $E_n^t$, of diameter less than $1/n$. We see easily (as in the proof of Theorem 10.1) that the function $F$ is VB on each set $E_n^t$, and since the sets $E_n^t$ plainly cover all but an enumerable subset of $E$, it follows at once that the function $F$ is VBG on $E$. This completes the proof.

If we analyze the first part of the above argument, we see that if the function $F$ is VBG on $E$ and moreover bounded on an interval containing the set $E$ in its interior, there exists an increasing bounded function $U$ with respect to which the function $F$ has its derivates finite at each point of $E$. Moreover, if the function $F$ is continuous on an interval containing $E$ in its interior, the function $U$ may be defined in such a way as to be itself continuous (cf. the proof of Lemma 3.4, Chap. VIII). Finally, it can be shown that in order that a function $F$ be ACG on an open interval $I$, it is necessary and sufficient that there exist an increasing and absolutely continuous function with respect to which the function $F$ has its derivates finite at every point of $I$. 

(10.8) Theorem. If at every point $x$ of a set $E$, except perhaps at the points of an enumerable subset, a function $F$ fulfils any one of the inequalities

$$
\begin{align*}
F^+(x) &< +\infty, & F^+(x) &> -\infty, & F^-(x) &< +\infty, & F^-(x) &> -\infty, \\
F_{ap}(x) &< +\infty, & F_{ap}(x) &> -\infty,
\end{align*}
$$

then $F$ is VBG on $E$. 


Proof. We need only consider the case of the first of the inequalities (10.9) and that of the first of the inequalities (10.10). It is therefore sufficient to show that each of the sets \( A = \{ F^+(x) < +\infty \} \) and \( B = \{ F_{ap}(x) < +\infty \} \) is expressible as the sum of an enumerable infinity of sets on each of which \( F \) is of bounded variation.

Consider first the set \( A \). Given any positive integer \( n \), let \( A_n \) denote the set of all the points \( x \in A \) such that, for every \( t \), \( t = \frac{i}{n} \leq x \leq \frac{i+1}{n} \), \( 0 \leq t - x \leq 1/n \) implies \( F(t) - F(x) \leq n \cdot (t - x) \), and by \( A^i_n \), for each integer \( i \), the part of \( A_n \) contained in the interval \([i/n,(i+1)/n]\). Let \( F_n(x) = F(x) - n \cdot x \). For every pair \( x_1, x_2 \) of points of \( A^i_n \), where \( x_1 \leq x_2 \), we have \( 0 \leq x_2 - x_1 \leq 1/n \), and so, by (10.11), \( F(x_2) - F(x_1) \leq n \cdot (x_2 - x_1) \), i.e. \( F_n(x_2) - F_n(x_1) \leq 0 \). The function \( F_n(x) \) is thus monotone non-increasing on each set \( A^i_n \), and it follows that \( A^i_n \) is expressible as the sum of a sequence of sets \( \{ A^i_n \}_{i=1,2,...} \) on each which \( F_n(x) \) is monotone and bounded. The function \( F(x) = F_n(x) + n \cdot x \) is then plainly of bounded variation on each of the sets \( A^i_n \), and moreover we have

\[
A = \sum_{n=1}^{\infty} A_n = \sum_{n=1}^{\infty} \sum_{i=1}^{+\infty} \sum_{j=1}^{\infty} A^i_n.
\]

Consider now the set \( B \). From the definitions of approximate upper limit and approximate upper derivate (cf. §3, p. 220), it follows at once that to each point \( x \in B \), we can make correspond a positive integer \( n \) such that the set \( E \left[ \frac{F(\xi) - F(x)}{\xi - x} \geq n \right] \) has the point \( x \) as a point of dispersion. Therefore, denoting by \( B_n \) the set of the points \( x \in B \) such that the inequality \( 0 \leq h \leq 1/n \) implies both the inequalities

\[
(10.12) \quad \left| E \left[ \frac{F(\xi) - F(x)}{\xi - x} \geq n \cdot (\xi - x) \right] \right| \leq h/3 \quad \text{and}
\]

\[
(10.13) \quad \left| E \left[ \frac{F(x) - F(\xi)}{\xi - x} \geq n \cdot (x - \xi) \right] \right| \leq h/3,
\]

we have \( B = \sum_{n=1}^{\infty} B_n \). We denote further, for every integer \( i \), by \( B^i_n \) the part of \( B_n \) contained in the interval \([i/n,(i+1)/n]\) and we write as before, \( F_n(x) = F(x) - n \cdot x \).
The main part of the proof consists in showing that, for every \( i \), the function \( F_n(x) \) is monotone on \( B_i' \).

For this purpose, let \( x_1, x_2 \) be any pair of points of a \( B_i' \), and let \( x_1 < x_2 \). We plainly have \( 0 < x_2 - x_1 \leq \frac{1}{n} \), so that by writing \( x = x_1 \) and \( h = x_2 - x_1 \) in (10.12), we obtain

\[
[E[F(\xi) - F(x_1)] \geq n \cdot (\xi - x_1); \quad x_1 < \xi \leq x_2] \leq (x_2 - x_1)/3.
\]

Similarly, from (10.13) with \( x = x_2 \) and \( h = x_2 - x_1 \), we derive

\[
[E[F(x_2) - F(\xi)] \geq n \cdot (x_2 - \xi); \quad x_1 < \xi \leq x_2] \leq (x_2 - x_1)/3.
\]

The two inequalities thus obtained show that the interval \([x_1, x_2]\) contains a point \( \xi_0 \) such that

\[
F(\xi_0) - F(x_1) < n \cdot (\xi_0 - x_1) \quad \text{and} \quad F(x_2) - F(\xi_0) < n \cdot (x_2 - \xi_0).
\]

By adding these two inequalities term by term, we obtain \( F(x_2) - F(x_1) < n \cdot (x_2 - x_1) \), and so finally \( F_n(x_2) - F_n(x_1) < 0 \).

We have thus shown that the function \( F_n(x) \) is monotone decreasing on each \( B_i' \). It follows that \( B_i' \) is expressible as the sum of a sequence of sets \( \{B_i^{ij} \}_{i,j=1,2,...} \) on each of which \( F_n(x) \) is monotone and bounded, and on which the function \( F(x) = F_n(x) + nx \) is therefore of bounded variation. Moreover, we have \( B = \sum_{n=1}^{\infty} B_n = \sum_{n=1}^{\infty} \sum_{i=1}^{\infty} B_i^{ij} \).

This completes the proof.

On account of Theorem 4.2, it follows immediately from Theorem 10.8 that any measurable function which satisfies one of the inequalities (10.9) or (10.10) at each point of a set \( E \), is approximately derivable at almost all points of \( E \). This proposition will be generalized and completed in Chap. IX (§§ 9 and 10).

(10.14) **Theorem.** If two extreme approximate derivates on the same side are finite for a function \( F(x) \) at every point of a set \( E \), except at most in an enumerable subset, then the set \( E \) is the sum of a sequence of sets on each of which \( F(x) \) is absolutely continuous.

Consequently, if the function \( F(x) \) is further given to be continuous on \( E \), then \( F(x) \) is ACG on \( E \).

**Proof.** It is clearly enough to show, for instance, that the set \( A = E = \bigcup_{x} \bigcup_{x} [x, +\infty) \) is the sum of an at most enumerable infinity of sets on each of which \( F \) is AC.
Now we can make correspond, to each point $x \in A$, a positive integer $n$ such that $x$ is a point of dispersion for the set $E[|F(\xi) - F(x)| \geqslant n \cdot (\xi - x)]$ (cf. § 3, p. 220). Hence, denoting by $A_n$ the set of the points $x \in A$ such that, for every $h$, the inequality $0 \leqslant h \leqslant 2/n$ implies

$$
(10.15) \quad |E[|F(\xi) - F(x)| \geqslant n \cdot (\xi - x); x \leqslant \xi \leqslant x + h| \leqslant h/4,
$$

we have $A = \sum_{n=1}^{\infty} A_n$; and, denoting as before by $A_i^n$ (for each integer $i$) the part of $A_n$ contained in the interval $[i/n, (i+1)/n]$, we obtain

$$
A = \sum_{n=1}^{\infty} \sum_{i=-\infty}^{+\infty} A_i^n.
$$

Consider now any two points $x_1$ and $x_2$ of $A_i^n$, where $x_1 < x_2$, and let $x_3 = 2x_2 - x_1$.

We have, on the one hand, $0 < x_3 - x_1 = 2 \cdot (x_3 - x_2) \leqslant 2/n$, so that by writing $x = x_1$ and $h = x_3 - x_1$ in (10.15), we obtain the inequality

$$
|E[|F(\xi) - F(x_1)| \geqslant n \cdot (\xi - x_1); x_1 \leqslant \xi \leqslant x_3| \leqslant (x_3 - x_1)/4 = (x_3 - x_2)/2,
$$

and a fortiori

$$
(10.16) \quad |E[|F(\xi) - F(x_1)| \geqslant n \cdot (\xi - x_1); x_2 \leqslant \xi \leqslant x_3| \leqslant (x_3 - x_2)/2.
$$

On the other hand, we have $0 \leqslant x_3 - x_2 = x_2 - x_1 \leqslant 1/n$, and so by (10.15) with $x = x_2$ and $h = x_3 - x_2$, we find

$$
(10.17) \quad |E[|F(\xi) - F(x_2)| \geqslant n \cdot (\xi - x_2); x_2 \leqslant \xi \leqslant x_3| \leqslant (x_3 - x_2)/4.
$$

The inequalities (10.16) and (10.17) show that there exists a point $\xi_0$ in $[x_2, x_3]$ such that we have at the same time

$$
|F(\xi_0) - F(x_1)| < n \cdot (\xi_0 - x_1) \leqslant n \cdot (x_3 - x_1) = 2n \cdot (x_2 - x_1),
$$

$$
|F(\xi_0) - F(x_2)| < n \cdot (\xi_0 - x_2) \leqslant n \cdot (x_3 - x_1) = 2n \cdot (x_2 - x_1),
$$

and this requires $|F(x_2) - F(x_1)| < 4n \cdot |x_2 - x_1|$. This last inequality is thus established for every pair of points $x_1, x_2$ of any one of the sets $A_i^n$, and it follows at once that $F$ is AC on each of the sets $A_i^n$. This completes the proof.

Theorem 10.8 shows in particular that a continuous function which is everywhere approximately derivable, even unilaterally, is necessarily ACG.

In Chap. IX, § 9, we shall give two further criteria for a function to be ACG* or ACG.
CHAPTER VIII.

Denjoy integrals.

§ 1. Descriptive definition of the Denjoy integrals.
We shall base the study of the Denjoy integrals on their descriptive
definition. The essential ideas have already been sketched in
Chap. VII, § 1. We now complete them further as follows.

A function of a real variable \( f \) will be termed \( \mathcal{D} \)-integrable on an interval \( I = [a, b] \) if there exists a function \( F \) which is \( \text{ACG} \) on \( I \) and which has \( f \) for its approximate derivative almost every-
where. The function \( F \) is then called indefinite \( \mathcal{D} \)-integral of \( f \) on \( I \). Its increment \( F(b) - F(a) \) over the interval \( I \) is termed definite \( \mathcal{D} \)-integral of \( f \) over \( I \) and is denoted by

\[
\int_a^b f(x) \, dx
\]

Similarly, a function \( f \) will be termed \( \mathcal{D}_* \)-integrable on an interval \( I = [a, b] \), if there exists a function \( F \) which is \( \text{ACG}_* \) on \( I \) and which has \( f \) for its ordinary derivative almost everywhere. The function \( F \) is then called indefinite \( \mathcal{D}_* \)-integral of \( f \) on \( I \); the
difference \( F(b) - F(a) \) is termed definite \( \mathcal{D}_* \)-integral of \( f \) over \( I \) and denoted by

\[
\int_a^b f(x) \, dx
\]

For uniformity of notation, the Lebesgue integral will fre-
cently be called \( \mathcal{L} \)-integral.

The integrals \( \mathcal{D} \) and \( \mathcal{D}_* \) are often given the names of Denjoy
integrals in the wide sense, and in the restricted sense, respectively.
The first of these is also termed Denjoy-Khintchine integral (cf.
Chap. VII, § 1), and the second, Denjoy-Perron integral (for the
latter, as we shall see below in § 3, is equivalent to the Perron in-
tegral considered in Chap. VI).
It is immediate, by Theorem 6.2, Chap. VII, that when a function is $\mathcal{D}$- or $\mathcal{D}_*$-integrable on an interval, its definite Denjoy integrals are uniquely determined on this interval (its indefinite integrals being determined except for an additive constant). More generally, if two functions are equal almost everywhere and the one is integrable in the Denjoy sense (wide or restricted) on an interval $I_0$, then so is the other and the two functions have the same definite integral over $I_0$. Another immediate consequence of the preceding definitions is the distributive property for Denjoy integrals. Thus, if two functions $g$ and $h$ are $\mathcal{D}$- or $\mathcal{D}_*$-integrable on an interval $I$, the same is true of any linear combination $ag + bh$ of these functions, and we have

$$\mathcal{D} \int_I [a \cdot g(x) + b \cdot h(x)] \, dx = a \cdot \mathcal{D} \int_I g(x) \, dx + b \cdot \mathcal{D} \int_I h(x) \, dx.$$  

It follows from Theorem 10.14, Chap. VII, that a continuous function which is approximately derivable at all points except, perhaps, at those of an enumerable set, is necessarily an indefinite $\mathcal{D}$-integral of its approximate derivative. Similarly, by Theorem 10.5. Chap. VII, a continuous function which is derivable (in the ordinary sense) at all but an enumerable set of points, is an indefinite $\mathcal{D}_*$-integral of its derivative. The process of integration $\mathcal{D}_*$ therefore includes that of Newton (cf. Chap. VI, § 1). The fundamental relations between the Denjoy and Lebesgue processes are given in the following

\begin{align*}
1^o \text{ A function } f \text{ which is } \mathcal{D}_*-\text{integrable on an interval } I \text{ is necessarily also } \mathcal{D}\text{-integrable on } I \text{ and we have } \\
\mathcal{D}\int_I f \, dx = (\mathcal{D}_*)\int_I f \, dx.
\end{align*}

\begin{align*}
2^o \text{ A function } f \text{ which is } \mathcal{L}\text{-integrable on an interval } I \text{ is necessarily } \mathcal{D}_*\text{-integrable on } I \text{ and we have } \\
(\mathcal{D}_*)\int_I f \, dx = \int_I f \, dx.
\end{align*}

\begin{align*}
3^o \text{ A function which is } \mathcal{D}\text{-integrable and almost everywhere non-negative on an interval } I \text{ is necessarily } \mathcal{L}\text{-integrable on } I.
\end{align*}

Proof. $1^o$ and $2^o$ follow at once from the definitions of the Denjoy integrals and from the descriptive definition of the Lebesgue integral (Chap. VII, § 1). As regards $3^o$, it is sufficient to recall the fact that, in view of Theorem 6.2, Chap. VII, a function which is ACG and whose approximate derivative is almost everywhere non-negative, is necessarily monotone non-decreasing, and therefore its derivative is summable.
Part 3\textsuperscript{o} of Theorem 1.1 shows that for functions of constant sign the Denjoy processes are equivalent to that of Lebesgue (cf. Theorem 6.5, Chap. VI, for the corresponding result concerning the Perron integral). Hence, we derive the following further extension of Lebesgue's theorem on term by term integration of monotone sequences of functions (Chap. I, Theorem 12.6).

(1.2) \textbf{Theorem.} Given a non-decreasing sequence \(\{f_n\}\) of functions which are \(\mathcal{D}\)-integrable on an interval \(I\) and whose \(\mathcal{D}\)-integrals over \(I\) constitute a sequence bounded above, the function \(f(x) = \lim_{n} f_n(x)\) is itself, necessarily, \(\mathcal{D}\)-integrable on \(I\) and we have

\[
(\mathcal{D}) \int_I f(x) \, dx = \lim_\limits{n} (\mathcal{D}) \int_I f_n(x) \, dx.
\]

Exactly the same is true with \(\mathcal{D}_\ast\) in place of \(\mathcal{D}\) in the hypothesis and conclusion.

\textbf{Proof.} This theorem reduces at once to the theorem of Lebesgue just referred to, for we need only consider in place of the functions \(f_n\), the functions \(f_n - f_1\), which are integrable in the Denjoy sense and non-negative, and which are therefore integrable in the Lebesgue sense on account of Theorem 1.1 (3\textsuperscript{o}).

We shall show later on (Chap. IX, \S\,11) that the extreme approximate derivates of any measurable function are themselves measurable functions. This includes the result that any function which is \(\mathcal{D}\)-integrable is measurable. In the meantime we give an independent proof of this last assertion.

(1.3) \textbf{Theorem.} A function which is \(\mathcal{D}\)-integrable is necessarily measurable and almost everywhere finite.

\textbf{Proof.} Let \(f\) be \(\mathcal{D}\)-integrable on an interval \(I\) and let \(F\) be its indefinite integral. The function \(F\) is therefore \(\Delta G\) on \(I\), so that \(I\) is the sum of a sequence \(\{E_n\}\) of closed sets on each of which \(F\) is \(\Delta\)C. By Lemma 4.1, Chap. VII, there exists for each \(n\) a function \(F_n\) of bounded variation on \(I\), which coincides with \(F\) on \(E_n\). We therefore have almost everywhere on \(E_n\) the relation \(f(x) = F_{ap}(x) = F'_n(x)\); and since the derivative of a function of bounded variation is measurable and almost everywhere finite, it follows that \(f\) is measurable and almost everywhere finite on each \(E_n\) and consequently on the whole interval \(I\).
Finally, let us mention as an immediate consequence of Theorem 9.1, Chap. VII,

$(1.4)$ Theorem. If a function $f$ is $\mathcal{D}$-integrable on an interval $I_0$, then every closed subset of $I_0$ contains a portion $Q$ such that the function $f$ is summable on $Q$ and such that the series of the definite $\mathcal{D}$-integrals of $f$ over the intervals contiguous to $Q$ is absolutely convergent.

Similarly, if the function $f$ is $\mathcal{D}_*$-integrable on $I_0$, then every closed subset of $I_0$ contains a portion $Q$ such that the function $f$ is summable on $Q$ and such that the series of the oscillations of the indefinite $\mathcal{D}_*$-integrals of $f$ over the intervals contiguous to $Q$ is convergent.

§ 2. Integration by parts. We have already observed (Chap. VI, p. 210) that a slight modification of the definition of Lebesgue-Stieltjes integral leads to an indefinite integral which is an additive function of an interval. As this modification will be useful to us in the present, we now formulate it explicitly.

Given a finite function $g$ integrable in the Lebesgue-Stieltjes sense with respect to a function of bounded variation $F$ on an interval $I=[a,b]$, we shall write

$$
(\mathcal{S}) \int_a^b g \, dF = \int_a^b g \, dF - \{g(a) \cdot [F(a) - F(a-)] + g(b) \cdot [F(b+) - F(b)]\}.
$$

The number $(\mathcal{S}) \int_a^b g \, dF$ will be called definite $\mathcal{S}$-integral of $g$ with respect to $F$ over $I$. As we see at once, this number (unlike the Lebesgue-Stieltjes integral) does not depend on the values taken by the function $F$ outside the interval $I$, and for each point $c$ of $[a,b]$ we have

$$
(\mathcal{S}) \int_a^c g \, dF + (\mathcal{S}) \int_c^b g \, dF = (\mathcal{S}) \int_a^b g \, dF.
$$

$(2.1)$ Theorem. Let $g$ be a bounded function integrable with respect to a monotone non-decreasing function $F$ on an interval $[a,b]$. Then:

(i) $(\mathcal{S}) \int_a^b g \, dF = \mu \cdot [F(b) - F(a)]$, where $\mu$ is a number between the bounds of the function $g$ on $[a,b]$;

(ii) writing $S(x) = (\mathcal{S}) \int_a^x g \, dF$ for $a \leq x \leq b$, we have $S'(x) = g(x) \cdot F'(x)$ at almost all points of continuity of the function $g$, and in fact at every point $x$ where $g$ is continuous and $F$ derivable.
Proof. Clearly (i) follows at once from the obvious inequality
\[ m \cdot [F(b) - F(a)] \leq (\delta) \int_a^b g \, dF \leq M \cdot [F(b) - F(a)], \]
where \( m \) and \( M \) are the lower and upper bounds of \( g \) on \([a, b]\). In order to establish (ii), consider a point \( x_0 \) at which \( g \) is continuous and \( F \) is derivable. We may suppose, by subtracting a constant from \( g \) if necessary, that \( g(x_0) = 0 \). Denoting, for each interval \( J \), by \( \epsilon(J) \) the upper bound of \(|g(x)|\) on \( J \), we have \(|S(J)|/|J| \leq s(J) \cdot F(J)/|J|\) and taking \( J \) to be an interval containing \( x_0 \) and of length tending to zero, we find \( S'(x_0) = 0 = g(x_0) \). This completes the proof.

(2.2) Lemma. Let \( F \) be a function of bounded variation on an interval \( I_0 = [a, b] \), \( G \) a continuous function on \( I_0 \), and \( H \) the function defined on \( I_0 \) by the formula

\[ H(x) = F(x) G(x) - (\delta) \int_a^x G(t) \, dF(t) \quad \text{for} \quad a \leq x \leq b. \]

Then, if the function \( G \) is \( ACG \) \([ACG^*] \) on \( I_0 \), so is the function \( H \).

Proof. We may clearly assume \( F \) to be monotone non-decreasing. Denoting by \( M_0 \) the upper bound of \(|F(x)|\) on \( I_0 \), we shall begin by proving that for every interval \( I \subseteq I_0 \) we must have

\[ |H(I)| \leq M_0 \cdot |G(I)| + O(G; I) \cdot F(I) \quad \text{and} \quad O(H; I) \leq 3M_0 \cdot O(G; I). \]

In fact, by Theorem 2.1 (i), we have, for every subinterval \( J = [a, \beta] \) of \( I \),

\[ H(\beta) - H(\alpha) = [G(\beta) - G(\alpha)] \cdot F(\beta) + [F(\beta) - F(\alpha)] \cdot G(\alpha) - (\delta) \int_a^\beta G(t) \, dF(t) \]

\[ = [G(\beta) - G(\alpha)] \cdot F(\beta) + [F(\beta) - F(\alpha)] \cdot [G(\alpha) - \mu], \]

where \( \mu \) is a number between the bounds of \( G \) on \( J \). Consequently, \(|H(J)| \leq M_0 \cdot |G(J)| + O(G; J) \cdot F(J)\), and the first of the relations (2.4) follows by choosing \( J = I \). On the other hand, we derive \(|H(J)| \leq 3M_0 \cdot O(G; I)\) for every interval \( J \subseteq I \), and hence the second relation (2.4).

Hence, since the function \( G \) is continuous, the function \( H \) is continuous also. Further, if \( \{I_k\} \) is any finite sequence of non-overlapping intervals and if \( \omega \) denotes the largest of the numbers \( O(G; I_k) \), we obtain from the relations (2.4)

\[ \sum_k |H(I_k)| \leq M_0 \cdot \sum_k |G(I_k)| + \omega \cdot F(I_0) \quad \text{and} \quad \sum_k O(H; I_k) \leq 3M_0 \cdot \sum_k O(G; I_k). \]
The first of these inequalities implies that if the function $G$ is AC on a set $E$, so is the function $H$, and consequently, that if the function $G$ is ACG on the whole interval $I_0$, then the function $H$ is also ACG on $I_0$. Similarly, the second of the above inequalities shows that if $G$ is ACG* on $I_0$ then so is $F$, and this completes the proof.

We can now complete Theorem 14.8, Chap. III, which concerned integration by parts for the Lebesgue integral, by establishing a similar theorem for the Denjoy integrals:

\[ \text{(2.5) Theorem. If } F(x) \text{ is a function of bounded variation and } g(x) \text{ a function } \mathcal{D} \text{- or } \mathcal{D}_* \text{-integrable on an interval } I_0 = [a, b], \text{ then the function } F(x)g(x) \text{ is integrable on } I_0 \text{ in the same sense, and moreover denoting by } G \text{ the indefinite integral of } g, \text{ we have} \]

\[ \int_a^b F(x)g(x)\,dx = G(b)F(b) - G(a)F(a) - \int_a^b G(x)\,dF(x). \]

\[ \text{Proof. We shall establish the theorem for the } \mathcal{D} \text{-integral. The proof for the } \mathcal{D}_* \text{-integral is quite similar.} \]

By Lemma 2.2, the function $H$ defined by the formula (2.3) is ACG on $I_0$. Moreover, by Theorem 2.1 (ii), if we form the approximate derivative of both sides of (2.3), we obtain almost everywhere the relation $H'_a(x) = F(x)G'_a(x) = F(x)g(x)$. It follows that the function $F(x)g(x)$ is $\mathcal{D}$-integrable on the interval $I_0$ and that

\[ \int_a^b F(x)g(x)\,dx = H(b) - H(a). \]

This last relation is equivalent to the one to be proved.

The idea of the above proof, which is directly based on the descriptive definition of the Denjoy integrals, is due to Zygmund. For another proof, depending on the constructive definition of these integrals, cf. for instance E. W. Hobson [I, p. 711]. For an interesting generalization of the theorem on integration by parts to the $\mathcal{D}$-$\mathcal{S}$-integral (cf. Chap. VI, §8) vide A. J. Ward [3].

From Theorem 2.5, there follows easily the second mean value theorem for the Denjoy integral, which may be regarded as a generalization of Theorem 14.10, Chap. III.

\[ \text{(2.6) Theorem. Given a non-decreasing function } F \text{ on an interval } I_0 = [a, b] \text{ and a function } g \text{ which is } \mathcal{D} \text{-integrable on } I_0, \text{ there must exist a point } \xi \text{ in } I_0 \text{ such that} \]

\[ \int_a^b g(x)F(x)\,dx = F(a) \cdot (\mathcal{D}) \int_a^\xi g(x)\,dx + F(b) \cdot (\mathcal{D}) \int_\xi^b g(x)\,dx. \]
Theorem of Hake-Alexandrof-Looman.

Proof. Writing \( G(x) = (\mathcal{D}) \int_{a}^{x} g(t) \, dt \), we have by Theorems 2.5 and 2.1 (i) the relation

\[
(\mathcal{D}) \int_{a}^{b} g(x) F(x) \, dx = G(b) F(b) - (\mathcal{S}) \int_{a}^{b} G(x) \, dF(x) = G(b) F(b) - \mu \cdot [F(b) - F(a)] = \mu \cdot F(a) + [G(b) - \mu] \cdot F(b),
\]

where \( \mu \) is a number between the bounds of \( G(x) \) on \( I \). It follows that there exists a point \( \xi \) in \( I_0 \) such that \( \mu = G(\xi) \), and the relation just obtained becomes

\[
(\mathcal{D}) \int_{a}^{b} g(x) F(x) \, dx = F(a) \cdot G(\xi) + F(b) \cdot [G(b) - G(\xi)],
\]

which, by definition of \( G(x) \), reduces to the required formula.

§ 3. Theorem of Hake-Alexandrof-Looman. The relations between the Denjoy integrals and those of Lebesgue and of Newton having already been obtained in § 1, we now proceed to establish an important result of Hake, Alexandroff and Looman, which asserts the equivalence of integration in the restricted Denjoy sense with Perron integration.

At the same time we shall show that in the definition of Perron integral (Chap. VI, § 6) we need only take account of the continuous major and minor functions. In order to make this assertion quite precise, let us agree to say that a function \( f \) is \( \mathcal{P}_0 \)-integrable on an interval \( I_0 \) if 1° the function has continuous major and minor functions on \( I_0 \) and 2° denoting by \( U \) any continuous major function and by \( V \) any continuous minor function of \( f \) on \( I_0 \), the lower bound of the numbers \( U(I_0) \) is equal to the upper bound of the numbers \( V(I_0) \). The function \( f \) is then plainly \( \mathcal{P} \)-integrable on \( I_0 \), the definite \( \mathcal{P} \)-integral of \( f \) on \( I_0 \) being equal to this common bound. We have to prove the converse, i.e. that every function which is \( \mathcal{P} \)-integrable is also \( \mathcal{P}_0 \)-integrable.

(3.1) Lemma. If a function \( f \) is \( \mathcal{P}_0 \)-integrable on each interval interior to an interval \([a, b]\) and if the definite \( \mathcal{P} \)-integral over the interval \([a + \varepsilon, b - \eta]\) tends to a finite limit as \( \varepsilon \to 0+ \) and \( \eta \to 0+ \), then the function \( f \) is \( \mathcal{P}_0 \)-integrable on the whole interval \([a, b]\).
Proof. It is clearly sufficient (by halving the given interval) to consider the case of a function \( f \) which is \( \mathcal{P}_0 \)-integrable on each interval of the form \([a, b - \epsilon]\) where \( 0 < \epsilon < b - a \). Let \( P(x) = (\mathcal{P}) \int_a^x f \, dx \) for \( a \leq x < b \) and \( p = P(b-) \).

We choose any positive number \( \sigma \). Writing for symmetry \( a_0 = a \), we consider any increasing sequence of points \( \{a_k\}_{k=0,1,...} \) which converges to \( b \). The function \( f \) being \( \mathcal{P}_0 \)-integrable on each interval \([a_k, a_{k+1}]\), we easily define, on the half open interval \([a, b)\), a continuous function \( F \) such that \( F \) is a major function of \( f \) on each of the intervals \([a_k, a_{k+1}]\) and that \([F(x) - F(a_k)] - [P(x) - P(a_k)] < \sigma/2^k \) for \( a_k \leq x \leq a_{k+1} \) and \( k = 0, 1, ... \). By the second of these conditions the oscillation of the function \( F \) on the interval \([a_k, b)\) tends to 0 as \( k \to \infty \), and therefore \( F \) has a finite limit \( F(b-) \) at the point \( b \). Writing \( F(x) = F(a) + (x - a)^{1/3} \) for \( x < a \), and \( F(x) = F(b) \) for \( x \geq b \), we extend the definition of \( F \) to make this function continuous on the whole straight line \( \mathbb{R}_1 \), and the following conditions are then satisfied:

\begin{equation}
(3.2) \quad -\infty \leq F(x) \geq f(x) \quad \text{for} \quad a \leq x < b \quad \text{and} \quad (3.3) \quad F(b) - F(a) \leq p + 2\sigma.
\end{equation}

Now let \( c \) be an interior point of \([a, b]\) such that the oscillation of \( F \) on \([c, b]\) is less than \( \sigma \). For each point \( x \) of \([c, b]\), let \( O(x) \) denote the oscillation of \( F \) on \([x, b]\). The function \( O(x) \) is continuous and non-increasing on the interval \([c, b]\), and we extend its definition on to the whole straight line \( \mathbb{R}_1 \) by making \( O(x) = O(c) \) for \( x < c \) and \( O(x) = O(b) = 0 \) for \( x > b \). We now write \( G(x) = F(x) - O(x) \) and \( U(x) = G(x) + \sigma \cdot (x - b)^{1/3} / (b - a)^{1/3} \). Since the function \( \sigma \cdot (x - b)^{1/3} / (b - a)^{1/3} - O(x) \) is non-decreasing, it follows at once from (3.2) that \(-\infty \leq U(x) \geq f(x) \) for \( a \leq x < b \). Moreover, since \( G(b) - G(x) \) is non-negative for each point \( x \) of the interval \([c, b]\), and 0 for \( x \geq b \), we find \( G(b) \geq 0 \), and therefore \( U(b) = +\infty \). Hence \( U \) is a continuous major function of \( f \) on the interval \([a, b]\) and fulfils, by (3.3), the inequality \( U(b) - U(a) \leq F(b) - F(a) + 2\sigma \leq p + 4\sigma \). Similarly we define a function \( V \) which is a continuous minor function of \( f \) on \([a, b]\) and fulfils the condition \( V(b) - V(a) \geq p - 4\sigma \). It follows that the function \( f \) is \( \mathcal{P}_0 \)-integrable on \([a, b]\). This completes the proof.
(3.4) Lemma. Let \( Q \) be a closed and bounded set, \( a, b \) its bounds, \( (I_k = [a_k, b_k]) \) the sequence of intervals contiguous to \( Q \), and \( f \) a function which is summable on \( Q \) and \( \mathcal{P}_0 \)-integrable on each interval contiguous to \( Q \).

Then, if the series of the oscillations of the indefinite \( \mathcal{P} \)-integrals of the function \( f \) on the intervals \( I_k \) converges, the function \( f \) is \( \mathcal{P}_0 \)-integrable on the whole interval \([a, b]\) and we have

\[
(\mathcal{P}) \int_a^b f(x) \, dx = \int_a^b f(x) \, dx + \sum_k (\mathcal{P}) \int_{a_k}^{b_k} f(x) \, dx.
\]

Proof. Let \( \epsilon \) be a positive number and let \( K \) be a positive integer such that

\[
\sum_{k=K+1}^{\infty} O_k < \epsilon,
\]
where \( O_k \) denotes the oscillation of the indefinite \( \mathcal{P} \)-integral of \( f \) on the interval \( I_k \). Denote by \( f_1 \) the function which agrees with \( f \) on the set \( Q \) and on the intervals \( I_k \) for \( k \leq K \), and which is 0 elsewhere. By Theorem 3.2, Chap. VI, and by the hypotheses of the lemma, the function \( f_1 \) has a continuous major function \( U_1 \) and a continuous minor function \( V_1 \) such that

\[
U_1(b) - U_1(a) - \epsilon \leq \int_{I_k} f(x) \, dx \leq V_1(b) - V_1(a) + \epsilon.
\]

We shall now define a continuous major function for \( f - f_1 \).

Let \( F_k \) be, for each \( k \), a continuous major function of \( f \) on the interval \( I_k \) such that \( F_k(a_k) = 0 \) and \( O(F_k; I_k) \leq 2O_k \), and let \( A_k(x) \) and \( B_k(x) \) denote, for any point \( x \in I_k \), the oscillations of the function \( F_k \) on the intervals \([a_k, x]\) and \([x, b_k]\) respectively. We write

\[
G(x) = F_k(x) + A_k(x) - (B_k(x) - B_k(a_k)) \quad \text{when} \quad x \in I_k^c \quad \text{and} \quad k > K,
\]

\[
G(x) = 0 \quad \text{elsewhere}.
\]

Finally, for each \( x \), we write

\[
U_2(x) = G(x) + \sum_k (a_k) G(b_k -),
\]
where the summation \( \sum_k (a_k) \) is extended over the indices \( k \) for which \( b_k \leq x \). Since, for every \( k \), we have \( G(a_k+) = G(a_k) = 0 \) and \( O(G; I_k) \leq 3 \cdot O(F_k; I_k) \leq 6 \cdot O_k \), the function \( U_2 \) is continuous on the straight line \( R_1 \), and since the function \( G \) vanishes identically on each interval \( I_k \) for \( k \leq K \), we have by (3.6),

\[
U_2(b) - U_2(a) \leq 6 \cdot \sum_{k=K+1}^{\infty} O_k \leq 6 \epsilon.
\]
Now, for each $k$, we have $G(x) \geq 0$ and $G(b_k) - G(x) \geq 0$ for every point $x \in I_k$. Therefore the increment of the function $U_2$ is non-negative on each interval containing points of the set $Q$, and consequently $U_2(x) = f(x) - f_1(x)$ at each point $x$ of this set. Again, since the function $G$ vanishes on each interval $I_k$ for $k \leq K$, we have $U_2(x) = 0 = f(x) - f_1(x)$, whenever $x \in I_k$ for $k \leq K$. Finally, since the function $A_k(x) - B_k(x)$ is non-decreasing on each $I_k$, we see that $-\infty \leq U_2(x) \leq f'(x) - f(x)$ at each point $x \in I_k$ for $k > K$. Thus $U_2$ is a continuous major function of $f - f_1$ on $[a, b]$. Similarly, we determine a continuous minor function $V_2$ of $f - f_1$, subject to the condition $V_2(b) - V_2(a) \geq -6\varepsilon$ which corresponds to (3.8). Therefore, writing $U = U_1 + U_2$ and $V = V_1 + V_2$, we obtain a continuous major function $U$ and a continuous minor function $V$ for $f$ on $[a, b]$, and if we denote by $p$ the right-hand side of (3.5), we obtain from (3.6) and (3.7), $U(b) - U(a) - 8\varepsilon < p \leq V(b) - V(a) + 8\varepsilon$. The function $f$ is thus $\mathcal{D}$-integrable on the interval $[a, b]$ and its definite $\mathcal{D}$-integral over this interval is given by the formula (3.5).

(3.9) **Theorem.** A function $f$ which is $\mathcal{D}$-integrable on an interval $I_0$ is necessarily $\mathcal{D}_0$-integrable on $I_0$, and we have

$$\left(\mathcal{D}_0\right) \frac{1}{I_0} f(x) \, dx = \left(\mathcal{D}\right) \frac{1}{I_0} f(x) \, dx.$$  

**Proof.** Let $F$ be an indefinite $\mathcal{D}$-integral of $f$ on $I_0$. We call an interval $I \subset I_0$ regular, if the function $f$ is $\mathcal{D}_0$-integrable on $I$ and if the function $F$ is on $I$ an indefinite $\mathcal{D}$-integral of $f$. Further, we call a point $x \in I_0$ regular, if each sufficiently small interval $I \subset I_0$ containing $x$ is regular. Let $P$ be the set of the non-regular points of $I_0$. We see at once that the set $P$ is closed and that every subinterval of $I_0$ which contains no points of this set is regular. We have to prove that the set $P$ is empty.

Suppose, if possible, that $P \neq 0$. By Lemma 3.1 we see easily that every interval contiguous to $P$ is regular and that the set $P$ therefore has no isolated points. On the other hand, by Theorem 9.1, Chap. VII, the set $P$ contains a portion $P_0$ on which the function $F$ is $\mathcal{A}_\varepsilon$. Let $J_0$ be the smallest interval containing $P_0$. Since the set $P$ has no isolated points, the same is true of any portion of $P$, and therefore $P \cdot J_0 \neq 0$. It follows that in order to obtain a contradiction, which will justify our assertion, we need only prove that the interval $J_0$ is regular.
To show this, let $J$ be any subinterval of $J_0$ and let $Q$ be the set consisting of the points of the set $P\cdot J$ and of the end-points of $J$. We denote by $\{I_n\}$ the sequence of the intervals contiguous to $Q$ and by $G$ the function which coincides with $F$ on $Q$ and is linear on the intervals $I_n$. Plainly the function $G$ is absolutely continuous on $J$. Therefore, since $G'(x)=F'(x)=f(x)$ at almost all points $x$ of $Q$, and since $G(I_n)=F(I_n)$ for each $n$, we obtain

$$F(J)=G(J)=\int J G'(x)dx=\sum_1^n F(I_n) + \int Q f(x)dx.$$  \hspace{1cm} (3.10)

Now the function $f$ is summable on $Q$ and $\mathcal{P}_0$-integrable on each interval $I_n$ and moreover, $F$ is an indefinite $\mathcal{P}$-integral of $f$ on each of these intervals. The series of the oscillations of $F$ on the intervals $I_n$ being convergent, it follows, by Lemma 3.4, that the function $f$ is $\mathcal{P}_0$-integrable on $J$ and that, on account of (3.10),

$$F(J)=(\mathcal{P}) \int J f(x)dx.$$  \hspace{1cm} (3.11)

Therefore, since $J$ is any subinterval of $J_0$, the interval $J_0$ is regular and this completes the proof.

(3.11) **Theorem.** A function which is $\mathcal{P}$-integrable on an interval $I_0$ is necessarily $\mathcal{P}_*$-integrable on $I_0$.

**Proof.** Let $f$ be a function $\mathcal{P}$-integrable on an interval $I_0$ and let $P$ be its indefinite $\mathcal{P}$-integral. We shall show that the function $P$ is an indefinite $\mathcal{P}_*$-integral of $f$. Since $P'(x)=f(x)$ almost everywhere (cf. Theorem 6.1, Chap. VI), it is enough to show that the function $P$ is $\mathcal{A}G_*$ on $I_0$, i.e. that any closed set $Q \subseteq I_0$ contains a portion on which the function $P$ is $\mathcal{A}C_*$.

Let $H$ be any major function of $f$. Since $H(x)\to \infty$ at each point $x$ of $I_0$, the function $H$ is by Theorem 10.1, Chap. VII, $\mathcal{V}B_*$ on $I_0$, and hence $I_0$ is expressible as the sum of a sequence of closed sets (cf. Theorem 7.1, Chap. VII) on each of which the function $H$ is $\mathcal{V}B_*$. It follows, by Baire's Theorem (Theorem 9.2, Chap. II) that the set $Q$ contains a portion $Q_0$ on which the function $H$ is $\mathcal{V}B_*$. Since the difference $P-H$ is a monotone function, the function $P$ is actually $\mathcal{V}B_*$ on $Q_0$. We shall show that $P$ is further $\mathcal{A}C_*$ on $Q_0$.

For this purpose, we denote by $J_0=[a,b]$ the smallest interval containing $Q_0$. Let $\varepsilon$ be any positive number and $U$ a major function of $f$ on $I_0$ such that

$$U(I_0)-P(I_0)<\varepsilon.$$  \hspace{1cm} (3.12)
Let $P_1$ and $U_1$ denote the functions which coincide on $Q_0$ with the functions $P$ and $U$ respectively, and which are linear on the intervals contiguous to $Q_0$ and constant on the half-lines $(-\infty, a]$ and $[b, +\infty)$. The function $P_1$ is clearly of bounded variation. On the other hand, we see easily that $U_1(x) > -\infty$ at every point, and that $U_1(x) \geq P_1(x)$ at almost all points, of the interval $J_0$. Therefore, writing $f_1(x) = P_1(x)$ wherever the second of the above inequalities holds, and $f_1(x) = -\infty$ elsewhere, we see at once that the function $f_1(x)$ is summable on $J_0$ and has $U_1$ for a major function. It follows that $U_1(I) \geq \int f_1(x) \, dx$ for each interval $I \subset J_0$, and therefore that the function of singularities (cf. Chap. IV, p. 120) of $U_1$ is monotone non-decreasing on $J_0$. Let $T_1$ be the function of singularities of $P_1$. Since the function $P_1 - U_1$ is monotone non-increasing on $J_0$ and since, by (3.12), we have $0 \geq P_1(J_0) - U_1(J_0) = P(J_0) - U(J_0) \geq -\varepsilon$, it follows that $T_1(I) \geq -\varepsilon$ for each interval $I \subset J_0$, and $\varepsilon$ being any positive number, this requires $T_1(I) \geq 0$ for every interval $I \subset J_0$. Similarly, by considering minor functions of $f$ in place of major functions, we find $T_1(I) \leq 0$, and therefore, finally, $T_1(I) = 0$, for each interval $I \subset J_0$. The function $P_1$ is thus absolutely continuous on $J_0$. This requires the function $P$ to be $AC$ on the set $Q_0$ as well as $VB_*$, and therefore $AC_*$ on this set on account of Theorem 8.8, Chap. VII. Thus every closed set $Q \subset I_0$ contains a portion $Q_0$ on which the function $P$ is $AC_*$, and this completes the proof.

The first of the theorems proved in this §, which together establish the equivalence of the processes of $P_*$, $J_*$- and $J$-integration, was derived in 1921 by H. Hake [1] from the constructive definition of the integral $P_*$ (vide below, § 5). The second theorem was obtained some years later by P. Alexandroff [1; 2] and H. Looman [4] independently. For an interesting extension of these results to Perron-Stieltjes integral, vide A. J. Ward [3].

It should, perhaps, be added that in their original definitions O. Perron [1] and O. Bauer [1] employed only continuous major and minor functions. The equivalence of the original Perron-Bauer definition with that of Chap. VI, § 6, has therefore been established here as a consequence of Theorems 3.9 et 3.11.

Let us remark further that in the definition of Perron integral, ordinary major and minor functions may be replaced by generalized continuous major and minor functions defined as follows. A function $U$ is a generalized continuous major function of a function $f$ on an interval $I$ if $1^o$ $U$ is continuous and $VB_*$ on $I$, $2^o$ the set of the values assumed by $U$ at the points at which $U'(x) = -\infty$, is of measure zero, and $3^o$ $U(x) > f(x)$ at almost all points $x$. The definition of generalized continuous minor functions is obtained by symmetry.
We shall conclude this § with the following result, due to Marcinkiewicz:

(3.13) **Theorem.** A measurable function \( f \) which has on \( I_0 \) at least one continuous major function and at least one continuous minor function, is necessarily \( \mathcal{P} \)-integrable on \( I_0 \).

**Proof.** Let \( U \) and \( V \) be respectively a continuous major function and a continuous minor function of \( f \) on \( I_0 \). We shall call a point \( x \in I_0 \) regular if the function \( f \) is \( \mathcal{P} \)-integrable on each sufficiently small interval \( I \subset I_0 \) which contains \( x \). Let \( Q \) be the set of the points \( x \) of \( I_0 \) which are not regular. The set \( Q \) is plainly closed and we see at once that the function \( f \) is \( \mathcal{P} \)-integrable on each subinterval of \( I_0 \) which contains no points of \( Q \). Thus it has to be proved that \( Q = \emptyset \).

Suppose, if possible, that \( Q \neq \emptyset \). For every interval \( I \) on which the function \( f \) is \( \mathcal{P} \)-integrable, we have \( U(I) \geq (\mathcal{P}) \int f(x) \, dx \geq V(I) \).

Therefore, if \( [a, b] \) is an interval contiguous to \( Q \), the definite \( \mathcal{P} \)-integral of \( f \) on the interval \( [a + \epsilon, b - \eta] \) interior to \( [a, b] \) tends to a finite limit as \( \epsilon \to 0 \) and \( \eta \to 0 \). By Lemma 3.1, the function \( f \) is thus \( \mathcal{P} \)-integrable on each interval contiguous to \( Q \). It follows, in particular, that \( Q \) can have no isolated points.

Now let \( Q_0 \) be a portion of \( Q \) on which the functions \( U \) and \( V \) are both \( \text{VB}_* \). Such a portion exists by Theorem 9.1, Chap. VII, since the functions \( U \) and \( V \) are \( \text{VBG}_* \) on \( I_0 \) on account of Theorem 10.1, Chap. VII. Let \( J_0 \) be the smallest interval containing \( Q_0 \). Since \( U(x) \geq f(x) \geq V(x) \) everywhere on \( I_0 \), the function \( f \) is summable on \( Q_0 \) together with the two derivatives \( U(x) \) and \( V(x) \). On the other hand, denoting by \( \{I_n\} \) the sequence of the intervals contiguous to \( Q_0 \) and by \( O_n \) the oscillation on \( I_n \) of the indefinite \( \mathcal{P} \)-integral of \( f \), we shall have \( O_n \leq O(U; I_n) + O(V; I_n) \) for every \( n \), and so \( \sum_{n} O_n < +\infty \). It follows by Lemma 3.4, that the function \( f \) is \( \mathcal{P} \)-integrable on the whole interval \( J_0 \). But this is clearly impossible, for since the set \( Q \) has no isolated points, the interval \( J_0 \) contains in its interior some points of \( Q \). We thus arrive at a contradiction which completes the proof.

Just as in the definition of the Perron integral, we may replace, in Theorem 3.13, ordinary major and minor functions by generalized continuous ones (cf. above, p. 252). Nevertheless, the conditions of Theorem 3.13 differ from those of the definition of Chap. VI, § 6, in that continuity is essential. In fact, if we write \( f(x) = 0 \) for \( x \leq 0 \) and \( f(x) = -1/x^2 \) for \( x > 0 \), \( U(x) = 0 \) identically in \( R_1 \) and \( V(x) = 0 \) for \( x < 0 \) and \( V(x) = 1/x \) for \( x > 0 \), we see at once that \( U \) and \( V \) are...
§ 4. **General notion of integral.** We shall deal in this § with some notions of a more abstract kind which we shall employ, in the next §, as a basis for the constructive definition of the Denjoy integrals.

Let \( \mathcal{C} \) be a functional operation by which there corresponds to each interval \( I = [a, b] \) a class of functions defined on \( I \), and to each function \( f \) of this class a finite real number. This class of functions will be called *domain of the operation \( \mathcal{C} \) on the interval \( I \),* and the number associated with \( f \) will be denoted by \( \mathcal{C}(f; I) \).

An operation \( \mathcal{C} \) will be termed an integral, if the following three conditions are fulfilled:

(i) If a function \( f \) belongs to the domain of the operation \( \mathcal{C} \) on an interval \( I_0 \), the function belongs also to the domain of \( \mathcal{C} \) on any interval \( I \subseteq I_0 \), and \( \mathcal{C}(f; I) \) is a continuous additive function of the interval \( I \subseteq I_0 \).

(ii) If a function \( f \) belongs to the domain of the operation \( \mathcal{C} \) on two abutting intervals \( I_1 \) and \( I_2 \), the function belongs also to the domain of \( \mathcal{C} \) on the interval \( I_1 + I_2 \).

(iii) A function \( f \) which vanishes identically on an interval \( I \) belongs to the domain of \( \mathcal{C} \) on \( I \), and we have \( \mathcal{C}(f; I) = 0 \).

If \( \mathcal{C} \) is an integral, any function \( f \) which belongs to the domain of \( \mathcal{C} \) on an interval \( I_0 \) will be termed \( \mathcal{C} \)-integrable on \( I_0 \) and the number \( \mathcal{C}(f; I_0) \) will be called *definite \( \mathcal{C} \)-integral* of \( f \) on \( I_0 \). The function of an interval \( I \subseteq I_0 \), \( \mathcal{C}(f; I) \), which is additive and continuous on account of (i), will then be called *indefinite \( \mathcal{C} \)-integral* of \( f \) on \( I_0 \) and its oscillation on \( I_0 \) (i.e. the upper bound of the numbers \( |\mathcal{C}(f; I)| \), where \( I \) denotes any subinterval of \( I_0 \)) will be denoted by \( O(\mathcal{C}; f; I_0) \).

Two integrals \( \mathcal{C}_1 \) and \( \mathcal{C}_2 \) will be termed compatible, if \( \mathcal{C}_1(f; I) = \mathcal{C}_2(f; I) \) for every interval \( I \) and for every function \( f \) which is both \( \mathcal{C}_1 \)- and \( \mathcal{C}_2 \)-integrable on \( I \).

We shall say that the integral \( \mathcal{C}_2 \) includes the integral \( \mathcal{C}_1 \), if the two integrals are compatible and if every function which is \( \mathcal{C}_1 \)-integrable is also \( \mathcal{C}_2 \)-integrable. When this is so we shall write \( \mathcal{C}_1 \subseteq \mathcal{C}_2 \).

Given an integral \( \mathcal{C} \) and a function \( g \) which vanishes outside a bounded set \( E \), it is evident that if \( g \) is \( \mathcal{C} \)-integrable on an interval \( I_0 \) which contains \( E \) in its interior, then \( g \) is so also on any interval \( I \) which contains \( E \), and we have \( \mathcal{C}(g; I) = \mathcal{C}(g; I_0) \).
This fact justifies the following definition: we shall say that a function \( f \) is \( \mathcal{E} \)-integrable on a bounded set \( E \), if the function \( g \) which coincides with \( f \) on \( E \) and is 0 elsewhere, is \( \mathcal{E} \)-integrable on each interval \( I \supseteq E \). The number \( \mathcal{E}(g; I) \) is then independent of the choice of the interval \( I \supseteq E \); we shall call this number definite \( \mathcal{E} \)-integral of the function \( f \) on the set \( E \) and we shall denote it by \( \mathcal{E}(f; E) \).

Of the known processes of integration, all those which give rise to a continuous indefinite integral (for instance those of Lebesgue, Newton, Denjoy, etc.) are easily seen to be integrals according to the above definition. If, however, we wished to include also discontinuous integrals (e.g. that of W. H. Young cf. Chap. VII, p. 215) we should have to modify some details of the definition.

Given a function \( f \) on an interval \( I_0 \) and given an integral \( \mathcal{E} \), we shall say that a point \( a \in I_0 \) is a \( \mathcal{E} \)-singular point of \( f \) in \( I_0 \) if there exist arbitrarily small intervals \( I \supseteq I_0 \) containing \( a \) on each of which the function \( f \) is not \( \mathcal{E} \)-integrable. Denoting by \( S \) the set of these points, we see at once that the set \( S \) is closed and that the function \( f \) is \( \mathcal{E} \)-integrable on every subinterval of \( I_0 \) which contains no points of \( S \).

With each integral \( \mathcal{E} \) we now associate three "generalized" integrals \( \mathcal{E}^C \), \( \mathcal{E}^H \) and \( \mathcal{E}^H^* \), defined as follows.

Given any interval \( I_0 \), the domain of the operation \( \mathcal{E}^C \) on \( I_0 \) is the class of all the functions \( f \) which fulfil the following two conditions:

\( (c^1) \) the set of the \( \mathcal{E} \)-singular points of \( f \) in \( I_0 \) is finite (or empty);
\( (c^2) \) there exists a continuous additive function of an interval \( F \) on \( I_0 \) such that \( F(I)=\mathcal{E}(f; I) \) whenever \( I \) is a subinterval of \( I_0 \) which contains no \( \mathcal{E} \)-singular point of \( f \).

Since such a function \( F \) (if existent) is uniquely determined by the conditions \((c^1)\) and \((c^2)\), we can write \( \mathcal{E}^C(f; I_0)=F(I_0) \).

The domain of the operation \( \mathcal{E}^H \) on \( I_0 \) is defined as the class of the functions \( f \) which fulfil the following conditions:

\( (h^1) \) if \( S \) denotes the set of all \( \mathcal{E} \)-singular points of \( f \) in \( I_0 \), the function \( f \) is \( \mathcal{E} \)-integrable on the set \( S \) and on each of the intervals \( I_k \) contiguous to the set consisting of the points of \( S \) and of the endpoints of \( I_0 \):

\( (h^2) \sum_k |\mathcal{E}(f; I_k)| < +\infty \) and, in the case in which the sequence \( \{I_k\} \) is infinite, \( \lim_k O(\mathcal{E}; f; I_k) = 0 \).
For any such function \( f \), we write by definition:
\[
\mathcal{C}^H(f; I_0) = \sum_k \mathcal{C}(f; I_k) + \mathcal{C}(f; S).
\]

Finally, we obtain the definition of the operation \( \mathcal{C}^{H*} \) by replacing in the definition of the operation \( \mathcal{C}^H \) the condition \((h^2)\) by the more restrictive condition:
\[
(h^2) \quad \sum_k O(\mathcal{C}; f; I_k) < +\infty.
\]

We verify at once that the operations \( \mathcal{C}^C \), \( \mathcal{C}^H \) and \( \mathcal{C}^{H*} \) all fulfil the conditions (i), (ii) and (iii), p. 254. These operations are therefore integrals according to the definition, p. 254, and we evidently have \( \mathcal{C} \subset \mathcal{C}^C \subset \mathcal{C}^H \). For brevity, we shall write \( \mathcal{C}^{CH} \) and \( \mathcal{C}^{CH*} \) in place of \( (\mathcal{C}^C)^H \) and \( (\mathcal{C}^C)^{H*} \) respectively.

The integral \( \mathcal{C}^C \) and the integrals \( \mathcal{C}^H \) and \( \mathcal{C}^{H*} \) may be regarded respectively as the Cauchy and the Harnack generalizations of the integral \( \mathcal{C} \). They correspond, in fact, to the classical processes employed by Cauchy and Harnack to extend integration from bounded to unbounded functions of certain classes. The original process of Harnack actually corresponds to the operation \( \mathcal{C}^{H*} \) rather than to the operation \( \mathcal{C}^H \). Cf. A. Harnack [1], E. W. Hobson [I, Chap. VIII] and A. Rosenstand [I, p. 1053].

If we were to add to the conditions \((h^1)\) and \((h^2)\) which characterize the generalized integral \( \mathcal{C}^H \), the condition that \( \lim_k O(\mathcal{C}; f; I_k)/q(x, I_k) = 0 \) for almost all \( x \in S \), we should arrive at a generalized integral \( \mathcal{C}^{H'} \) intermediate between \( \mathcal{C}^H \) and \( \mathcal{C}^{H*} \). By applying the process \( \mathcal{C}^{H'} \) in the constructive definitions of Denjoy integrals of the next §, we should then obtain an integral \( \mathcal{C}^* \), intermediate between \( \mathcal{C} \) and \( \mathcal{C}^* \). Its descriptive definition is very simple: a function \( f \) is \( \mathcal{C}' \)-integrable if it is \( \mathcal{C} \)-integrable and if its indefinite \( \mathcal{C} \)-integral is almost everywhere derivable (in the ordinary sense). This integral has been discussed by A. Khintchine [1]; cf. also J. C. Burkill [1].

*§ 5. Constructive definition of the Denjoy integrals.*
With the notation of the preceding §, we see at once that for each integral \( \mathcal{C} \subset \mathcal{D} \), we have also \( \mathcal{C}^C \subset \mathcal{D} \); similarly the relation \( \mathcal{C} \subset \mathcal{D}^* \) implies \( \mathcal{C}^C \subset \mathcal{D}^* \). It is not quite so obvious that the relations \( \mathcal{C} \subset \mathcal{D} \) and \( \mathcal{C} \subset \mathcal{D}^* \) imply respectively \( \mathcal{C}^H \subset \mathcal{D} \) and \( \mathcal{C}^{H*} \subset \mathcal{D}^* \). This last assertion is a consequence of the following theorem which is analogous to Lemma 3.4.
(5.1) **Theorem.** Let $Q$ be a bounded closed set with the bounds $a$ and $b$, and let $\{I_k\}$ be the sequence of intervals contiguous to $Q$; and suppose that $f$ is a function $\mathcal{D}$-integrable on the set $Q$ as well as on each of the intervals $I_k$, and that (in the case in which the sequence $\{I_k\}$ is infinite)

$$\sum_k \left| \left( \mathcal{D} \right) \int_{I_k} f \, dx \right| < +\infty \quad \text{and} \quad \lim_k \mathcal{O}(\mathcal{D}; f; I_k) = 0.$$ 

Then the function $f$ is $\mathcal{D}$-integrable on the whole interval $I = [a, b]$ and we have

$$\left( \mathcal{D} \right) \int_I f \, dx = \left( \mathcal{D} \right) \int_Q f \, dx + \sum_k \left( \mathcal{D} \right) \int_{I_k} f \, dx. \quad (5.2)$$

If we suppose, further, that the function $f$ is $\mathcal{D}_*$-integrable on $Q$ as well as on each of the intervals $I_k$ and that $\sum_k \mathcal{O}(\mathcal{D}_*; f; I_k) < +\infty$, then the function $f$ is $\mathcal{D}_*$-integrable on $I$.

**Proof.** We shall prove the theorem for the $\mathcal{D}$-integral. The case of the $\mathcal{D}_*$-integral is similar.

Let $I(x)$ denote the interval $[a, x]$ where we suppose $x \in [a, b]$, and let

$$F(x) = \sum_k \left( \mathcal{D} \right) \int_{I_k(x)} f \, dt. \quad (5.3)$$

We shall show that the function $F$, thus defined, is $\text{ACG}$ on the interval $I$. For this purpose, it will suffice to show that $F$ is AC on the set $Q$, the function being evidently continuous on $I$ and $\text{ACG}$ on each of the intervals $I_k$.

Let $g(x)$ be the function equal to $0$ for $x \in Q$ and to $\frac{1}{|I_k|} \cdot \left( \mathcal{D} \right) \int_{I_k} f(t) \, dt$ for $x \in I_k^c$ where $k = 1, 2, \ldots$. The function $g$ is summable on $I$ and if $G(x) = \int_a^x g(t) \, dt$, the function $F$ clearly coincides with $G$ on $Q$; $F$ is thus AC on $Q$ and therefore $\text{ACG}$ on $I$.

This being so, we have $F'_a(x) = G'(x) = g(x) = 0$ at almost all points $x$ of $Q$, while it follows at once from (5.3) that $F'_a(x) = f(x)$ at almost all points $x$ of $I - Q$. Hence, $F$ being $\text{ACG}$ on $I$, it follows that the function equal to $f$ on $I - Q$ and to $0$ on $Q$ has $F$ for an indefinite $\mathcal{D}$-integral. On the other hand, the function equal to $f$ on $Q$ and to $0$ elsewhere is, by hypothesis, $\mathcal{D}$-integrable on $I$. It follows that the function $f$ itself is $\mathcal{D}$-integrable on $I$, and that $\left( \mathcal{D} \right) \int_I f(x) \, dx = F(b) - F(a) + \left( \mathcal{D} \right) \int_Q f \, dx$, which, on account of (5.3), is equivalent to (5.2). This completes the proof.
We now pass on to the constructive definition of the Denjoy integrals. We begin by introducing the following notation.

Let \( \{\mathcal{C}_\xi\} \) be a sequence of integrals, in general transfinite, such that \( \mathcal{C}_\xi \subseteq \mathcal{C}_\eta \) whenever \( \xi \prec \eta \). We then denote by \( \sum \mathcal{C}_\xi \) the operation \( \mathcal{C} \) whose domain on each interval \( I \) is the sum of the domains of the operations \( \mathcal{C}_\xi \) for \( \xi \prec \alpha \), and which is defined for every function \( f \) of its domain by the relation \( \mathcal{C}(f; I) = \mathcal{C}_\xi(f; I) \), where \( \xi_0 \) is the least of the indices \( \xi \prec \alpha \) such that \( f \) is \( \mathcal{C}_\xi \)-integrable on \( I \). It then follows, of course, that \( \mathcal{C}(f; I) = \mathcal{C}_\xi(f; I) \) for every \( \xi \geq \xi_0 \), since by hypothesis \( \mathcal{C}_\xi \) then includes \( \mathcal{C}_\xi \).

This being so, let \( \{A_\xi\} \) and \( \{B_\xi\} \) be two transfinite sequences defined, by an induction starting with the Lebesgue integral \( \mathcal{L} \), as follows:

\[
\mathcal{L}_0 = \mathcal{L}_\alpha = \mathcal{L}, \\
\mathcal{L}_\alpha = \left( \sum_{\xi \prec \alpha} \mathcal{L}_\xi \right)^{CH} \quad \text{and} \quad \mathcal{L}_\alpha = \left( \sum_{\xi \prec \alpha} \mathcal{L}_\xi \right)^{CH} \quad \text{for} \ \alpha \succ 0.
\]

Denoting by \( \Omega \) the smallest ordinal number of the third class (cf. for instance, W. Sierpiński [I, p. 235]) we shall show that

\[
\mathcal{D} = \sum_{\xi \prec \Omega} \mathcal{L}_\xi = \mathcal{L}_\Omega \quad \text{and} \quad \mathcal{D}_* = \sum_{\xi \prec \Omega} \mathcal{L}_\xi = \mathcal{L}_\Omega^*.
\]

We shall restrict ourselves to the case of the \( \mathcal{D} \)-integral (that of the \( \mathcal{D}_* \)-integral being quite similar).

Since \( \mathcal{L} \subseteq \mathcal{D} \), we find at once by induction (cf. above, p. 256) that for every \( \xi \), \( \mathcal{L}_\xi \subseteq \mathcal{D} \), and so, obviously, \( \sum \mathcal{L}_\xi \subseteq \mathcal{D} \). In order to change this last relation into one of identity, it is enough to show that every function \( f \) which is \( \mathcal{D} \)-integrable on an interval \( I_0 = [a, b] \), is \( \mathcal{L}_\xi \)-integrable on \( I_0 \) for some index \( \xi \prec \Omega \).

Let \( S^{\xi} \) denote the set of the \( \mathcal{L}_\xi \)-singular points of \( f \) in \( I_0 \). The sequence \( \{S^{\xi}\} \), as a descending sequence of closed sets, is stationary, i.e. there exists an index \( \nu \prec \Omega \) such that \( S^{\nu} = S^{\nu+1} \). (For if not, there would exist for every \( \xi \prec \Omega \) a point \( x_\xi \in S^{\xi} \setminus S^{\xi+1} \), and therefore also an interval \( I_\xi \) with rational endpoints, containing the point \( x_\xi \) of \( S^{\xi} \) but without points in common with the closed set \( S^{\xi+1} \), nor therefore, with any of the sets \( S^{\xi+2}, S^{\xi+3}, \ldots \). We should thus obtain a transfinite sequence of type \( \Omega \) of distinct intervals with rational end-points, and this is impossible.)

We shall prove that \( S^{\nu} = 0 \).
Suppose, if possible, that $S' \neq 0$. We see at once that the function $f$ is $\mathcal{L}^r$-integrable on each interval $I \subseteq I_0$ which contains no points of $S'$. It follows that the function $f$ is $(\mathcal{L}^r)^c$-integrable, and a fortiori $\mathcal{L}^{r+1}$-integrable, on each interval contiguous to $S'$. Since $S' = S'' = S''' + 1$, it follows, in particular, that the set $S'$ contains no isolated points.

The function $f$ being, by hypothesis, $\mathcal{D}$-integrable on $I_0$, the set $S''$ (cf. Theorem 1.4) must contain a portion $Q$ such that the function $f$ is summable on $Q$ and such that the series of the definite $\mathcal{D}$-integrals of $f$ over the intervals contiguous to $Q$ converges absolutely. Since $\mathcal{L} \subseteq (\mathcal{L}^r)^c \subseteq \mathcal{D}$, it follows at once that the function $f$ is $(\mathcal{L}^r)^{CH}$-integrable, i.e. $\mathcal{L}^{r+1}$-integrable, on some interval $J_0$ containing $Q$. But this is clearly impossible, since, in view of the fact that the set $S'$ has no isolated points, the interval $J_0$ certainly contains points of the set $S' = S'' = S''' + 1$ in its interior.

We thus have $S' = 0$, which establishes the $\mathcal{L}^r$-integrability of $f$ on $I_0$ and completes the proof.

Various definitions, constructive and descriptive, of Denjoy integrals will be found in the papers mentioned in Chap. VI, p. 207, and Chap. VII, pp. 214-215, as well as in the following treatises and memoirs: N. Lusin [1; 4], T. H. Hildebrandt [1], P. Nalli [1], E. Kamke [I], A. Kolmogoroff [2], H. Lebesgue [7; II, Chap. X], A. Rosenthal [1] and P. Romanowski [1].

For further extensions to functions of two or more variables, see also H. Looman [1] and M. Krzyżański [1].
CHAPTER IX.

Derivates of functions of one or two real variables.

§ 1. Some elementary theorems. The first part of this chapter (§§ 1—10) is devoted to studying the various relations between the derivates of a function of a real variable. With the help of the notion of extreme differentials introduced by Haslam-Jones, certain of these relations will subsequently be extended, in the second part of the chapter (§§ 11—14), to functions of two variables.

Accordingly, the term "function" will be restricted in the first part of this chapter to mean function of one real variable.

Before proceeding to the theorems directly connected with the Lebesgue theory, we shall establish in this § some elementary results.

We first observe that a linear set $E$ contains at most a finite number, or an enumerable infinity, of points which are isolated on one side at least. To fix the ideas, let $A$ be the set of the points of $E$ which are isolated points of $E$ on the right. For each integer $n$, let $A_n$ denote the set of the points $x$ of $A$ such that the interval $[x, x+1/n]$ contains no point of $E$ other than $x$. Then it is plain that, for each integer $k$, the interval $[k/n, (k + 1)/n]$ can have at most one point in common with $A_n$. Hence each set $A_n$ is at most enumerable, and the same is true of the set $A = \sum_n A_n$.

We say that a finite function $F$ assumes at a point $x_0$ a strict maximum if there exists an open interval $I$ containing $x_0$ such that $F(x) < F(x_0)$ for every point $x \in I$ other than $x_0$. By symmetry we define a strict minimum.
(1.1) **Theorem.** Given a finite function of a real variable $F$, each of the following sets is at most enumerable:

(i) the set of the points at which the function $F$ assumes a strict maximum or minimum;

(ii) the set of the points $x$ at which

$$\limsup_{t \to x} F(t) > \limsup_{t \to x^+} F(t) \quad \text{or} \quad \liminf_{t \to x} F(t) < \liminf_{t \to x^+} F(t);$$

(iii) the set of the points $x$ at which

$$\bar{F}^+(x) < \bar{F}^-(x) \quad \text{or} \quad \bar{F}^-(x) < \bar{F}^+(x).$$

**Proof.** re (i). Consider the set $A$ of the points at which, for instance, the function $F$ assumes a strict maximum, and let $A_n$ denote, for each positive integer $n$, the set of the points $x$ such that $F(t) < F(x)$ holds for each point $t \neq x$ of the interval $(x-1/n, x+1/n)$. We see at once that each set $A_n$ is isolated, and therefore at most enumerable. Since $A = \sum A_n$, it follows that the set $A$ is at most enumerable.

re (ii). Let us consider, for definiteness, the set $B$ of the points $x$ at which $\limsup_{t \to x} F(t) > \limsup_{t \to x^+} F(t)$. We denote, for each pair of integers $p$ and $q$, by $B_{p,q}$ the set of the points $x$ such that

$$\limsup_{t \to x} F(t) > p/q > \limsup_{t \to x^+} F(t).$$

Clearly each point of a set $B_{p,q}$ is, for that set, an isolated point on the right. Each of the sets $B_{p,q}$ is thus at most enumerable, and, since $B = \sum_{p,q} B_{p,q}$, the same is true of the whole set $B$.

re (iii). Consider the set $C$ of the points $x$ at which $\bar{F}^+(x) < \bar{F}^-(x)$, and denote, for each pair of integers $q > 0$ and $p$, by $C_{p,q}$ the set of the points $x$ at which $\bar{F}^+(x) < p/q < \bar{F}^-(x)$. Write $F_{p,q}(x) = F(x) - px/q$. We find $F_{p,q}(x) < 0 < F_{p,q}(x)$ at each point $x \in C_{p,q}$, and this shows that the function $F_{p,q}$ assumes a strict maximum at each point of $C_{p,q}$. By the result just established, each set $C_{p,q}$ is at most enumerable, and consequently, the same is true of the whole set $C$.

It is sometimes convenient (*vide*, below, § 5) to appeal to a slightly more general form of the last part of Theorem 1.1, which concerns relative derivatives (cf. Chap. IV, p. 108) and which reads thus:

(1.2) **Theorem.** If $U$ and $F$ are two finite functions of a real variable, the set of the points $t$ at which the derivative $U'(t) > 0$ (finite or infinite) exists and at which $\bar{F}^+(t) < \bar{F}^-(t)$, is at most enumerable.
This is proved in the same way as the corresponding part of Theorem 1.1. In fact, if we denote, for every pair of integers \(q > 0\) and \(p\), by \(C_{p,q}\) the set of the points \(x\) at which \(F^+U(x) < p/q < F_U(x)\), we see at once that the function \(F(x) - (p/q)U(x)\) assumes at each point of \(C_{p,q}\) a strict maximum. Therefore each set \(C_{p,q}\) is at most enumerable.

For Theorem 1.1 and its various generalizations, vide: A. Denjoy [1, p. 147], B. Levi [1], A. Rosenthal [1], A. Schönflies [1, p. 158], W. Sierpiński [1; 2] and G. Young [1]. As regards the enumerability of the set of the points at which the function assumes a strict maximum or minimum, it is easily seen that this result remains valid for functions in any separable metrical space (cf. F. Hausdorff [1, p. 383]). Mention should be made also of the elegant generalizations of Theorem 1.1, obtained successively by H. Blumberg [1], M. Schmeiser [1] and V. Jarník [3].

§ 2. Contingent of a set. We have mentioned earlier (in Chapter IV, p. 133), that certain theorems on derivates of functions may be stated as propositions concerning metrical properties of sets in Euclidean spaces. In connection with these results, we shall state in this § some definitions which begin with some well-known notions of Analytical Geometry.

By the direction of a half-line \(l\) in a space \(R_m\) (where \(m \geq 2\)) we shall mean the system of the \(m\) direction cosines of \(l\). The half-line issuing from a point \(a\) and having the direction \(\theta\) will be denoted by \(ab\). The half-line issuing from a point \(a\) and containing a point \(b = a\) will be denoted by \(ab\).

If we interpret the system of the \(m\) direction cosines of a half-line as a point in \(R_m\) (situated on the surface of a unit sphere), we may regard the set of all directions in a Euclidean space as a complete, separable, metrical space (cf. Chap. II, § 2). It is then clear what is to be understood by the terms: convergence and limit of a sequence of directions, everywhere dense set of directions, etc. We shall say further that a sequence of half-lines \(\{l_n\}\) issuing from the same point \(a\) converges to a half-line \(l\) issuing from \(a\), if the sequence of the directions of the half-lines \(l_n\) converges to the direction of \(l\).

Given a set \(E\) in a space \(R_m\), a half-line \(l\) issuing from a point \(a \in E\) will be called an intermediate half-tangent of \(E\) at \(a\), if there exists a sequence \(\{a_n\}\) of points of \(E\) distinct from \(a\), converging to \(a\) and such that the sequence of half-lines \(\{a_n\}\) converges to \(l\). The set of all intermediate half-tangents of a set \(E\) at a point \(a\) is termed, following
G. Bouligand [I], the contingent of \( E \) at \( a \) and denoted by \( \text{contg}_E a \) (by the contingent of \( E \) at an isolated point of \( E \), we shall understand the empty set). A straight line passing through \( a \) which is formed of two intermediate half-tangents of \( E \) at \( a \) is called intermediate tangent of \( E \) at \( a \). Similarly a hyperplane \( h \) passing through the point \( a \) is called intermediate tangent hyperplane of \( E \) at \( a \), if each half-line issuing from \( a \) and situated in \( h \) is an intermediate half-tangent of \( E \) at \( a \). In \( \mathbb{R}_2 \) the notions of intermediate tangent hyperplane and intermediate tangent are plainly equivalent.

Given in the space \( \mathbb{R}_m \) a hyperplane \( h \), \( a_1x_1+a_2x_2+...+a_mx_m=b \), (cf. Chapter III, § 2) the two half-spaces (half-planes if \( m=2 \)) \( a_1x_1+a_2x_2+...+a_mx_m\geq b \) and \( a_1x_1+a_2x_2+...+a_mx_m\leq b \), into which \( h \) divides \( \mathbb{R}_m \), will be termed sides of the hyperplane \( h \). In the case in which \( h \) is an intermediate tangent hyperplane of a set \( E \) at a point \( a \) and in which, further, the contingent \( \text{contg}_E a \) is wholly situated on one side of \( h \), the side opposite to the latter is called empty side of \( h \) and the hyperplane \( h \) is termed extreme tangent hyperplane of \( E \) at \( a \). The two sides of \( h \) may, of course, both be empty at the same time, and this occurs if the contingent of \( E \) at \( a \) coincides with the set of all half-lines issuing from \( a \) which lie in the hyperplane \( h \) itself. The hyperplane \( h \) is then termed unique tangent hyperplane, or simply, tangent hyperplane, of \( E \) at \( a \).

For simplicity of wording, we shall restrict ourselves in the sequel to the case of sets situated either in the plane \( \mathbb{R}_2 \) or in the space \( \mathbb{R}_3 \). Needless to say, the extension to any space \( \mathbb{R}_m \) presents no essential difficulty (an elegant statement, which sums up the results of §§ 3 and 13 of this chapter and which is valid for an arbitrary space \( \mathbb{R}_m \), will be found in the note of F. Roger [2]).

As usual, the hyperplanes in \( \mathbb{R}_2 \) and \( \mathbb{R}_3 \) are termed straight lines and planes respectively. Moreover, in the case of plane sets we shall speak of tangent (intermediate, extreme, unique) in place of tangent straight line (intermediate, extreme, unique).

We shall discuss the case of the plane (§ 3) and that of the space (§ 13) separately, although the proofs of the fundamental theorems 3.6 and 13.7 which correspond to these two cases, are wholly analogous. The proof of the former is, however, more elementary, whereas the latter requires some subsidiary considerations connected with the notion of total differential (cf. below § 12).
§ 3. **Fundamental theorems on the contingents of plane sets.** For brevity, we shall say that the contingent of a plane set $E$ at a point $a$ is the *whole plane*, if it includes all half-lines issuing from this point. Similarly the contingent of $E$ at a point $a$ will be said to be a half-plane, if $E$ has at this point an extreme tangent $l$ and if $\text{contg}_E a$ consists of all the half-lines issuing from $a$ and situated on one side of $l$.

We shall see in this § that, given any plane set $E$, at each point $a$ of $E$ except at most in a subset of zero length, either $1^\circ$ the contingent of $E$ is the whole plane, or $2^\circ$ it is a half-plane, or finally $3^\circ$ the set $E$ has a unique tangent. This result (together with the more precise result contained in Theorem 3.6) was first stated by A. Kolmogoroff and J. Verčenko [1;2]. It was rediscovered independently, and generalized to sets situated in any space $\mathbb{R}^n$, by F. Roger [2]. The proofs, together with some interesting applications of the theorem of Kolmogoroff and Verénko, will be found in the notes of U. S. Haslam-Jones [2;3]. (For the first part of Theorem 3.6 cf. also A. S. Besicovitch [4].)

A finite function of a real variable $F$, defined on a linear set $E$, is said to fulfil the *Lipschitz condition* on $E$, if there exists a finite number $N$ such that $|F(x_2) - F(x_1)| \leq N \cdot |x_2 - x_1|$ whenever $x_1$ and $x_2$ are points of $E$. As we verify at once, we then have $\Lambda \{B(F; E)\} \leq (N+1) \cdot |E|$ (for the notation, cf. Chap. II, § 8, and Chap. III, § 10). Thus, if a function $F$ fulfils the Lipschitz condition on a set $E$ of finite [zero] outer measure, its graph $B(F; E)$ on $E$ is of finite [zero] length.

It is also easy to see that any function which fulfils the Lipschitz condition on a linear set $E$, can be continued outside $E$ so as to fulfil the Lipschitz condition on the whole straight line $\mathbb{R}$ and so as to be linear on each interval contiguous to $\mathbb{R}$.

(3.1) **Lemma.** Let $R$ be a plane set, $\theta$ a fixed direction and $P$ the set of the points $a$ of $R$ at which $\text{contg}_R a$ contains no half-line of direction $\theta$. Then (i) the set $P$ is the sum of a sequence of sets of finite length, and (ii) at each point $a$ of $P$, except at most at those of a subset of length zero, the set $R$ has an extreme tangent such that the side of the tangent containing the half-line $a\theta$ is its empty side.

In the particular case in which $\theta$ is the direction of the positive semi-axis of $y$, the set $P$ is expressible as the sum of an enumerable infinity of sets each of which is the graph of a function on a set on which the function fulfils the Lipschitz condition.
Proof. By changing, if necessary, the coordinate system, we may suppose in both parts of the theorem that $\theta$ is the direction of the positive semi-axis of $y$. Let us denote, for every positive integer $n$, by $P_n$ the set of the points $(x,y)$ of $P$ such that the inequalities $|x'-x|\leq 1/n$ and $|y'-y|\leq 1/n$ imply $y'-y\leq n\cdot |x'-x|$ for every point $(x',y')$ of $R$. Since there is no point $a$ of $P$ at which the contingent of $R$ contains the half-line with the direction of the positive semi-axis of $y$, it is clear that $P=\sum_n P_n$. Let us now express each $P_n$ as the sum of a sequence $\{P_{n,k}\}$ of sets with diameters less than $1/n$. We shall then have $|y_2-y_1|\leq n\cdot |x_2-x_1|$ for every pair of points, $(x_1, y_1)$ and $(x_2, y_2)$, belonging to the same set $P_{n,k}$. Let $Q_{n,k}$ be the orthogonal projection of $P_{n,k}$ on the axis of $x$. We easily see that each point of $Q_{n,k}$ is the projection of a single point of $P_{n,k}$. Consequently, the set $P_{n,k}$ may be considered as the graph of a function $F_{n,k}$ on $Q_{n,k}$. Moreover we have $|F_{n,k}(x_2)-F_{n,k}(x_1)|\leq n\cdot |x_2-x_1|$ for each pair of points $x_1$ and $x_2$ of $Q_{n,k}$, i.e. the function $F_{n,k}$ fulfils the Lipschitz condition on $Q_{n,k}$ and therefore (cf. above p. 264) each set $P_{n,k}=B(F_{n,k}; Q_{n,k})$ is of finite length. Thus, since $P=\sum_{n,k} P_{n,k}$, we obtain the required expression of the set $P$ as the sum of an at most enumerable infinity of sets of finite length, which are at the same time graphs of functions fulfilling the Lipschitz condition on sets situated on the $x$-axis.

It remains to examine the existence of an extreme tangent to the set $R$ at the points of $P$. For this purpose, let us keep fixed for the moment a pair of positive integers $n$ and $k$, and let $\tilde{Q}_{n,k}$ be the set of the points of $Q_{n,k}$ which are points of outer density for $Q_{n,k}$ and at which the function $F_{n,k}$ is derivable with respect to the set $Q_{n,k}$. Since the set $Q_{n,k}-\tilde{Q}_{n,k}$ is of measure zero (cf. Theorem 4.4, Chap. VII) and since the function $F_{n,k}$ fulfils the Lipschitz condition on $Q_{n,k}$, it follows that $\Lambda[B(F_{n,k}; Q_{n,k}-\tilde{Q}_{n,k})]=0$.

We need, therefore, only prove that $R$ has an extreme tangent at each point of the set $B(F_{n,k}; \tilde{Q}_{n,k})$ and that, further, the side of this tangent which contains a half-line in the direction of the positive semi-axis of $y$ is its empty side.

Let $(\xi_0, \eta_0)$ be any point of $B(F_{n,k}; \tilde{Q}_{n,k})$, and $A_0$ the derivative of $F_{n,k}$ at $\xi_0$ with respect to the set $Q_{n,k}$. Let $\epsilon$ be a positive number less than 1. Since $\xi_0$ is a point of outer density for the set $Q_{n,k}$, we can
associate with each point \((\xi, \eta)\), sufficiently close to \((\xi_0, \eta_0)\), a point \(\xi' \in Q_{n,k}\) such that

\[
|\xi' - \xi_0| \leq |\xi - \xi_0| \quad \text{and} \quad |\xi' - \xi| \leq \varepsilon \cdot |\xi - \xi_0|
\]

(for otherwise, the outer lower density of \(Q_{n,k}\) at \(\xi_0\) would not exceed \(1 - \varepsilon\)).

Remembering now that \(\eta_0 = F_{n,k}(\xi_0)\), let us write for brevity

\[
D_{n,k}(\xi') = F_{n,k}(\xi') - \eta_0 - A_0 \cdot (\xi' - \xi_0).
\]

We shall have

\[
\eta - \eta_0 - A_0 \cdot (\xi - \xi_0) = D_{n,k}(\xi') + \left(\eta - F_{n,k}(\xi')\right) + A_0 \cdot (\xi' - \xi) \quad (3.4)
\]

Now suppose that the point \((\xi, \eta)\) belongs to \(R\) and that

\[
|\xi - \xi_0| \leq 1/2n^2 \quad \text{and} \quad |\eta - \eta_0| \leq 1/2n^2.
\]

By \((3.3)\), we have \(|\xi' - \xi| \leq 1/n\), and, by \((3.2)\),

\[
|F_{n,k}(\xi') - \eta_0| \leq n \cdot |\xi' - \xi_0| \leq n \cdot |\xi - \xi_0| \leq 1/2n,
\]

so that \(|F_{n,k}(\xi') - \eta| \leq 1/n\). Since the point \((\xi', F_{n,k}(\xi'))\) belongs to \(P_{n,k} \subseteq P_m\), it follows from the definition of the set \(P_n\) that \(\eta - F_{n,k}(\xi') \leq n \cdot |\xi - \xi'|\), and using \((3.3)\) again, we derive from \((3.4)\) that

\[
\eta - \eta_0 - A_0 \cdot (\xi - \xi_0) \leq |D_{n,k}(\xi')| + (n + |A_0|) \cdot |\xi' - \xi| \leq |D_{n,k}(\xi')| + \varepsilon \cdot (n + |A_0|) \cdot |\xi - \xi_0| \quad (3.5)
\]

Now as \(\xi\), and therefore \(\xi'\), tends to \(\xi_0\), the ratio \(D_{n,k}(\xi')/(\xi' - \xi_0)\) tends to zero; the same is therefore true, on account of \((3.3)\), of the ratio \(D_{n,k}(\xi')/(\xi - \xi_0)\). Consequently, since \(\varepsilon\) is an arbitrary positive number less than 1, it follows from \((3.5)\) that the upper limit of the ratio \(\left[\eta - \eta_0 - A_0 \cdot (\xi - \xi_0)\right]/|\xi - \xi_0|\), as the point \((\xi, \eta) \in R\) tends to \((\xi_0, \eta_0)\), is non-positive. Further, since the line \(y - \eta_0 = A_0 \cdot (x - \xi_0)\) is plainly an intermediate tangent of the set \(B(F_{n,k}; Q_{n,k}) \subseteq R\) at the point \((\xi_0, \eta_0)\), we see that this line is an extreme tangent of the set \(R\) at this point and that the half-plane \(y - \eta_0 \geq A_0 \cdot (x - \xi_0)\), which contains the half-line issuing from \((\xi_0, \eta_0)\) in the direction of the positive semi-axis of \(y\), is an empty side of this tangent.

This completes the proof.

\[
(3.6) \text{Theorem. Given a plane set } R, \text{ let } P \text{ be a subset of } R \text{ at no point of which the contingent of } R \text{ is the whole plane. Then (i) the set } P \text{ is the sum of an enumerable infinity of sets of finite length and (ii) at every point of } P, \text{ except at those of a set of length zero, either the set } R \text{ has a unique tangent or else the contingent of } R \text{ is a half-plane.}
\]
Proof. Let $\{\theta_n\}$ be an everywhere dense sequence of directions in the plane and, for each positive integer $n$, let $P_n$ denote the set of the points of $P$ at which the contingent of $R$ does not contain the half-line of direction $\theta_n$. We clearly have $P = \sum P_n$, and by the preceding lemma each set $P_n$, and therefore the whole set $P$, is the sum of a sequence of sets of finite length. Further, the same lemma shows that the set $R$ has an extreme tangent at every point of $P$, except at most in a set of length zero.

Now let $Q$ be the set of the points of $P$ at which $1^0$ there exists an extreme tangent which is not a unique tangent and $2^0$ the contingent of $R$ is not a half-plane. For each positive integer $n$, let $Q_n$ denote the set of the points of $Q$ such that the half-line $b\theta_n$ is situated on the non-empty side of the extreme tangent of $R$ at $b$, but does not belong to $\text{cont}_{\theta_n} b$. Plainly $Q = \sum Q_n$. Now, by the preceding lemma, for every point $b \in Q_n$, except at most those of a set of length zero, the half-line $b\theta_n$ is situated on the empty side of the extreme tangent at $b$. It follows that all the sets $Q_n$, and therefore also the whole set $Q$, are of length zero. Hence, at every point of $P$, except perhaps those of a subset of length zero, either there is a unique tangent or the contingent at this point is a half-plane.

(3.7) Theorem. Given a plane set $R$, let $P$ be a subset of $R$ at every point of which the set $R$ has an extreme tangent parallel to a fixed straight line $D$. Then the orthogonal projection of $P$ on the line at right angles to $D$ is of linear measure zero.

Proof. We may clearly assume that the line $D$ coincides with the axis of $x$. Let $S$ and $T$ denote, respectively, the sets of the points $(x, y)$ of $P$ for which the half-planes $y \geq \eta$ and $y \leq \eta$ are respectively the empty sides of the extreme tangents. Consider the former of these sets. By Lemma 3.1, the set $S$ is the sum of a sequence of the sets $B(F_n; Q_n)$, where the $Q_n$ are sets on the $x$-axis and the $F_n$ functions fulfilling the Lipschitz condition on these sets, respectively. We may suppose (cf. p. 264) that each function $F_n$ is defined, and fulfills the Lipschitz condition, on the whole $x$-axis and is linear on the intervals contiguous to the set $\tilde{Q}_n$.

This being so, we easily see that, for every $n$, the relation $F_n^-(x) \geq 0 \geq F_n^+(x)$ holds at each point $x$ of $Q_n$ which is not an isolated point on any side for $Q_n$, i.e. (cf. §1, p. 260) at all the points of $Q_n$. 


except at most those of an enumerable set. Thus by Lemma 6.3, Chap. VII, we have \(|F_n(Q_n)| = 0\) for every positive integer \(n\), and since the projection of \(S\) on the \(y\)-axis coincides with the sum of the sets \(F_n(Q_n)\), this projection is itself of measure zero. By symmetry, the same is true of the projection of the set \(T\) on the \(y\)-axis, and this completes the proof.

As an immediate corollary, we derive from Theorem 3.6 the following proposition:

(3.8) Given a plane set \(R\), let \(P\) be a subset of \(R\) at each point \(a\) of which there exists a straight line through \(a\) which contains no half-line of contg\(R\)\(a\). Then the set \(R\) has a unique tangent at all the points of \(P\) except at most those of a subset of length zero.

This result can be easily extended to the space (cf. F. R o ger [2]) as follows:

(3.9) Given a set \(R\) in the space \(R_n\), let \(P\) be a subset of \(R\) at each point \(a\) of which there exists a plane through \(a\) which contains no half-line of contg\(R\)\(a\). Then (i) the set \(P\) is the sum of an enumerable infinity of sets of finite length and (ii) the set \(R\) has a unique tangent at all the points of \(P\) except at most those of a subset of length zero.

**Proof.** Let \(\{\theta_n\}\) be an everywhere dense sequence of directions in the space \(R_n\). For each positive integer \(h\), let \(P_{n,h}\) denote the set of the points \(a\) of \(P\) such that \(|\cos(ab, \theta_n)| > 1/h\) for every point \(b\) of \(R\) distant less than \(1/h\) from \(a\). We express each set \(P_{n,h}\) as the sum of a sequence \(\{P_{n,h,k}\}_{k=1,2,...}\) of sets of diameter less than \(1/h\). We then have

(3.10) \[P = \sum_{n,h} P_{n,h} = \sum_{n,h,k} P_{n,h,k}.\]

Keeping, for the moment, the indices \(n, h, k\) fixed, we choose a new system of rectangular coordinates, taking for the positive semi-axis of \(z\) the half-line of direction \(\theta_n\). Let \(a, \beta\) and \(\gamma\) be, respectively, the three positive semi-axes of the new coordinate-system. For any set, or any point, \(Q\), we denote by \(Q(\alpha), Q(\beta)\) and \(Q(\gamma)\) the orthogonal projections of \(Q\) on the planes \(\beta\gamma, \gamma\alpha\) and \(a\beta\), normal to the axes \(\alpha, \beta\) and \(\gamma\) respectively.

We have \(|\cos(ab, \gamma)| > 1/h\) whenever \(a \in P_{n,h,k}, b \in R\) and \(0 < \phi(a, b) < 1/h\). It follows at once that there is no point \(P_{n,h,k}^{(a)}\) at which the contingent of the plane set \(R^{(a)}\) contains a half-line at right-angles to the semi-axis \(\gamma\). Hence, by (3.8), the set \(P_{n,h,k}^{(a)}\) is the sum of an at most enumerable infinity of sets of finite length, and the set \(R^{(a)}\) has a unique tangent at all the points of \(P_{n,h,k}^{(a)}\) except at most those of a set \(M_{n,h,k}\) of length zero. Similarly, the set \(R^{(\beta)}\) has a unique tangent at all the points of \(P_{n,h,k}^{(\beta)}\) except at most those of a set \(N_{n,h,k}\) of length zero. It follows that the set \(R\) has a unique tangent at each point \(a\) of \(P_{n,h,k}\) except perhaps when \(a^{(a)} \in M_{n,h,k}\) or when \(a^{(\beta)} \in N_{n,h,k}\). Now we easily see that the two ratios \(\phi(a, b)/\phi(a^{(a)}, b^{(a)})\) and \(\phi(a, b)/\phi(a^{(\beta)}, b^{(\beta)})\) remain bounded (by \(h\)) when \(a\) and \(b\) belong to the set \(P_{n,h,k}\). It follows that the set of the exceptional points of \(P_{n,h,k}\) at which the set \(R\) has no unique tangent is, with the sets \(M_{n,h,k}\) and \(N_{n,h,k}\) of length zero. For the same reason, since the set \(P_{n,h,k}^{(a)}\) is the sum of an at most enumerable infinity of sets of finite length, so is also the set \(P_{n,h,k}\). This completes the proof, on account of the relation (3.10).
§ 4. Denjoy's theorems. We shall apply the results of the preceding § to establish certain important relations, valid almost everywhere, which connect the Dini derivates of any function whatsoever, and which are known by the name of the Denjoy relations. For simplicity of wording, we agree to call opposite derivates of a function $F$ at a point $x_0$ the Dini derivates $F^+(x_0)$ and $F^-(x_0)$, or else $F^+(x_0)$ and $F^-(x_0)$.

We shall begin with some preliminary remarks.

Let $F$ be a finite function defined in a neighbourhood $J$ of a point $x_0$ and let $B$ denote the graph of $F$ on $J$. It is clear that if the function $F$ is derivable at the point $x_0$, the set $B$ has at $(x_0, F(x_0))$ a unique tangent not parallel to the axis of $y$. Similarly, if two opposite derivates of $F$ are finite and equal at $x_0$, the set $B$ has at $(x_0, F(x_0))$ an extreme tangent $y - F(x_0) = k \cdot (x - x_0)$, whose angular coefficient $k$ is equal to the common value of these derivates. Conversely, if at the point $(x_0, F(x_0))$ the set $B$ has the extreme tangent $y - F(x_0) = k \cdot (x - x_0)$ where $k = \pm \infty$, then $1^o \; F^+(x_0) = F^-(x_0) = k$ in the case in which the half-plane $y - y_0 \geq k \cdot (x - x_0)$ is an empty side of this tangent and $\limsup_{x \to x_0} F(x) \leq F(x_0)$, and $2^o \; F^+(x_0) = F^-(x_0) = k$ in the case in which the half-plane $y - y_0 \leq k \cdot (x - x_0)$ is an empty side and $\liminf_{x \to x_0} F(x) \geq F(x_0)$.

In the enunciations of the theorems which follow, we shall frequently be concerned with exceptional sets $E$, connected with a function $F$ and subject to the condition $\Lambda(B(F; E)) = 0$. This condition evidently implies both $|E| = 0$ and $|F[E]| = 0$, since the sets $E$ and $F[E]$ are merely the orthogonal projections of the set $B(F; E)$ on the $x$- and $y$-axes, respectively.

(4.1) *Theorem.* If at each point of a set $E$ one of the extreme unilateral derivates of a function $F$ is finite, this derivate is equal to its opposite derivate at every point of $E$ except perhaps at the points of a set $E_1$ of measure zero such that $\Lambda(B(F; E_1)) = 0$.

*Proof.* We may clearly suppose that the same derivate, $F^+(x)$ say, is the one which is finite throughout $E$. We thus have $\limsup_{x \to x_0} F(x) \leq F(x_0)$ at every point $x_0 \in E$ and, on account of Theorem 1.1 (ii), we may even suppose that $\limsup_{x \to x_0} F(x) \leq F(x_0)$ at every point $x_0$ of $E$.

Now, when $x_0 \in E$, the contingent of $B(F; E)$ at the point $(x_0, F(x_0))$ contains no half-line situated in the half-plane $x \geq x_0$ and having
angular coefficient exceeding \( F'(x_0) \). Therefore, by Theorem 3.6, the set \( B(F;E) \) has an extreme tangent at each of its points \((x_0,F(x_0))\), except for those of a subset \( B_1 \) of length zero, and this tangent has the half-plane \( y - y_0 \geq F^+(x_0) \cdot (x - x_0) \) for its empty side. Hence, denoting by \( E_1 \) the orthogonal projection of \( B_1 \) on the \( x \)-axis, we see, from the remarks made at the beginning of this §, that at every point \( x \) of the set \( E - E_1 \) the derivates \( F^+(x) \) and \( F^-(x) \) are equal. This completes the proof since \( \Lambda(B(F;E_1)) = \Lambda(B_1) = 0. \)

(4.2) **Theorem.** If at each point of a set \( E \) a finite function \( F \) has either two finite Dini derivates on the same side, or else a finite extreme bilateral derivate \( (F(x) \) or \( F^-(x) \)), then the function \( F \) is almost everywhere derivable in \( E \); moreover, denoting by \( E_0 \) the set of the points \( x \) of \( E \) at which the function \( F \) is not derivable, we have \( \Lambda(B(F;E_0)) = 0. \)

**Proof.** It will suffice to consider separately the following two cases:

1° The function \( F \) has two Dini derivates on the same side finite at each point of \( E \). We then have, by Theorem 4.1,

\[
F^+(x) = F^-(x) \quad \text{and} \quad F^+(x) = F^-(x)
\]

at each point \( x \) of \( E \), except perhaps those of a set \( E_0 \) such that \( \Lambda(B(F;E_0)) = 0. \) But the relations (4.3) imply the equality of all four Dini derivates at the point \( x \), and since two of them are finite, by hypothesis, at each point \( x \) of \( E \), the function \( F \) is derivable throughout \( E - E_0 \).

2° The function \( F \) has an extreme bilateral derivate finite at each point of \( E \). By applying twice over Theorem 4.1, and making use of the obvious relations \( F^+(x) \geq F^+(x) \) and \( F^-(x) \geq F^-(x) \), we see that the four Dini derivates are finite and equal at each point of \( E \), except perhaps at those of a set on which the graph of \( F \) is of zero length. This completes the proof.

Theorem 4.2 (in a slightly less complete form, it is true) has already been mentioned in Chap. VII, p. 236, as a corollary of Theorems 10.1 and 10.5, Chap. VII. We have also stated that (as a consequence of these same theorems) the set of the points at which a function has a unique derivative (even a unilateral derivative) infinite, is necessarily of measure zero. We can now extend this result by taking the modulus, as follows:

(4.4) **Theorem.** For any finite function \( F \), the set of the points \( x \) at which \( \lim_{h \to 0^+} |F(x + h) - F(x)|/h = +\infty \), is of measure zero.
Proof. Denoting the set of the points in question by \( A \), we see at once that the graph of the function \( F \) has at every point of the set \( B(F; A) \), except perhaps at those of a set of length zero, an extreme tangent parallel to the \( y \)-axis. Thus, by Theorem 3.7, the set \( A \), which is the projection of the set \( B(F; A) \) on the \( x \)-axis, is of measure zero and this completes the proof.

It results, in particular, from Theorems 4.1, 4.2 and 4.4 that the Dini derivates of any finite function \( F \) satisfy one of the following four relations at almost every point \( x \):

\[
\begin{align*}
1^\circ \ F^+(x) &= \infty, \quad F^-(x) = -\infty; \\
2^\circ \ F^+(x) &= \infty, \quad F^-(x) = -\infty; \\
3^\circ \ F^+(x) &= \infty, \quad F^-(x) = -\infty; \\
4^\circ \ F^+(x) &= \infty, \quad F^-(x) = -\infty.
\end{align*}
\]

For direct proofs of this theorem, which was established first by Denjoy for continuous functions and then generalized to arbitrary functions, vide: A. Denjoy [1], G. C. Young [2], F. Riesz [7], J. Riedder [4], J. C. Burkill and U. S. Haslam-Jones [1], and H. Blumberg [2] (cf. also A. N. Singh [1]). A further discussion of the Denjoy relations will be found in the notes of V. Jarnik [1] (for functions of one variable) and of A. S. Besicovitch [6] and A. J. Ward [4] (for functions of two variables). For Theorem 4.4 see S. Saks and A. Zygmund [1] (cf. also S. Banach [1]).

A part of the Denjoy relations has recently been generalized to differential coefficients of higher orders; see the important memoirs of A. Denjoy [9], J. Marcinkiewicz and A. Zygmund [1], and J. Marcinkiewicz [2].

We may now supplement Lemma 6.3, Chap. VII, by the following result:

(4.5) **Theorem.** Let \( M \) be a finite number and \( F \) a finite function such that \( |F^+(x)| \leq M \) at every point \( x \) of a set \( E \). Then \( |F[E]| \leq M \cdot |E| \).

**Proof.** Let \( E_1 \) denote the set of the points \( x \) of \( E \) at which \( F^-(x) = F^+(x) \). By Theorem 4.1, we have \( \Lambda(B(F; E_1)) = 0 \) and therefore, \( |F[E_1]| = 0 \). On the other hand, since \( |F^+(x)| \leq M \) at each point \( x \in E - E_1 \), it follows from Lemma 6.3, Chap. VII, that \( |F[E - E_1]| \leq M \cdot |E| \), and this completes the proof.

An immediate consequence is the following criterion for a function to fulfil Lusin's condition (N) (Chap. VII, § 6):

(4.6) **Theorem.** If a finite function \( F \) has at each point \( x \) of a set \( E \) a finite Dini derivate, the function necessarily fulfils the condition (N) on \( E \).

**Proof.** It is enough to show that if at each point \( x \) of a set \( H \) of measure zero the function \( F \) has one of its Dini derivates, \( \bar{F}^+ \) say, finite, then \( |F[H]| = 0 \). For this purpose, let \( H_n \) be the set of the points \( x \in H \) at which \( |\bar{F}^+(x)| \leq n \). We have, by Theorem 4.5, \( |F[H_n]| \leq n \cdot |H_n| = 0 \) for each positive integer \( n \), and hence \( |F[H]| = 0 \).
It is easy to see that the hypotheses of Theorem 4.5 imply that \( \Lambda \{ B(F; E) \} \leq (M + 1) |E| \). This remark enables us to complete Theorem 6.5 of Chap. VII, as follows: If the derivate \( F^+ \) of a finite function \( F \) is finite at every point of a measurable set \( E \), except at those of an enumerable subset, then the function \( F \), together with its derivate \( F^+ \), is measurable on \( E \) and we have

\[
|F[E]| \leq \int_E |F^+(x)| \, dx \quad \text{and} \quad \Lambda \{ B(F; E) \} = \int_E \left( 1 + \left| F^+(x) \right|^2 \right)^{1/2} \, dx.
\]

We may note also the following consequence of Theorem 4.5: If one of the four Dini derivatives of a function \( F \) vanishes at every point of a set \( E \), then \( |F[E]| = 0 \).

For functions \( F(x) \) which are continuous, or more generally continuous in the Darboux sense (i.e., assume in each interval \([a, b]\) all the values between \( F(a) \) and \( F(b) \)), we deduce at once the following result:

(4.7) Theorem. If \( F \) is a finite function, continuous in the Darboux sense on an interval \( I \), and if at each point of this interval, except those of an enumerable set, one at least of the four Dini derivatives is equal to zero, then the function \( F \) is constant on \( I \).

* § 5. Relative derivates. The Denjoy relations can be extended in various ways to relative derivatives of a function with respect to another function. Let us remark that, in accordance with the definition given in Chap. IV, p. 108, the extreme derivatives of any function with respect to a finite function \( U \) are determined at each point which belongs to no interval of constancy of the function \( U \); consequently, the set of values taken by the function \( U \) at the points at which the extreme derivatives with respect to \( U \) remain indeterminate is at most enumerable.

In the sequel it will be useful to employ the notation adopted in Chap. IV, § 8. Let us recall in particular, that if \( C \) is a curve given by the equations \( x = X(t), y = Y(t) \), its graph on a linear set \( E \) (i.e. the set of the points \( (X(t), Y(t)) \) for \( t \in E \)) is denoted by \( B(C; E) \).

(5.1) Lemma. If \( C \) is a curve given by the equations \( x = U(t), y = F(t) \), the set \( E \) of the points \( t \) at which \( F_U(t) < +\infty \), may be expressed as the sum of a sequence of sets \( \{ E_n \} \) such that

\((\forall)\) for every \( n \) and for every open interval \( I \) of length less than \( 1/n \), the set \( B(C; I) \) has a unique tangent at every point of \( B(C; I \cdot E_n) \) except those of a set of length zero.

Proof. Let us denote, for each positive integer \( n \), by \( E_n \) the set of the points \( t \) such that, provided that the differences \( F(t') - F(t) \) and \( U(t') - U(t) \) do not vanish simultaneously, the inequality \( |t' - t| \leq 1/n \) implies \( |F(t') - F(t)| / |U(t') - U(t)| \leq n \). We see at once that, for any
open interval $I$ of length less than $1/n$, the contingent of $B(C; I)$ at a point of $B(C; I \cdot E_n)$ cannot contain half-lines of angular coefficient greater than $n$, and can be, therefore, neither a whole plane, nor a half-plane (cf. §3, p. 264). The property ($\gamma$) of the sequence $\{E_n\}$ thus appears as a direct consequence of Theorem 3.6.

(5.2) **Theorem.** If $U$ and $F$ are continuous functions and we have $F_U(t) < +\infty$ at every point $t$ of a set $E$, then there is a finite derivative $F'(t)$ at each point $t$ of $E$, except at the points of a set $H$ such that $|U[H]| = 0$.

**Proof.** Let $C$ denote the curve given by the equations $x = U(t)$, $y = F(t)$. On account of Lemma 5.1, the set $E$ is expressible as the sum of a sequence of sets $\{E_n\}$ which fulfil the condition ($\gamma$) of this lemma. Keeping fixed, for a moment, a positive integer $n$, let us consider an open interval $I$ of length less than $1/n$. Let $B_n(I)$ denote the set of the points of $B(C; I \cdot E_n)$ at which the graph of the curve $C$ on $I$ either has no unique tangent, or else has a unique tangent parallel to the $y$-axis. Further, let $\tilde{B}_n(I)$ be the projection of the set $B_n(I)$ on the $x$-axis. On account of the condition ($\gamma$) and Theorem 3.7, we have $|\tilde{B}_n(I)| = 0$. Now since $U$ and $F$ are continuous, it is clear that the derivative $F_U(t)$ exists and is finite at each point $t \in I \cdot E_n$, provided that $U(t)$ does not belong to the set $\tilde{B}_n(I)$. Hence, $I$ being any open interval of length less than $1/n$, this derivative exists and is finite at each point $t \in E_n$, except at most at the points of a set $H_n$ such that $|U[H_n]| = 0$. This completes the proof, since $E = \sum_n E_n$.

(5.3) **Theorem.** If $U$ is a continuous function and $F$ any finite function for which $F_U(t) = 0$ at each point $t$ of a set $E$, then $|F[E]| = 0$.

**Proof.** Let $C$ denote, as in the proof of the preceding theorem, the curve $x = U(t)$, $y = F(t)$, and let $E$ be expressed as the sum of a sequence of sets $\{E_n\}$ subject to the condition ($\gamma$) of Lemma 5.1. Keeping fixed, for a moment, a positive integer $n$, let us consider any open interval $I$ of length less than $1/n$. At each point of $B(C; I \cdot E_n)$, except those of a set of length zero, the set $B(C; I)$ then has a unique tangent, and since the function $U$ is continuous and $F_U(t) = 0$ at each point $t \in E$, this tangent is parallel to the $x$-axis. It follows, by Theorem 3.7, that the set $F[I \cdot E_n]$, which coincides with the projection of the set $B(C; I \cdot E_n)$ on the $y$-axis, is of measure zero. Since $I$ is any interval of length less than $1/n$, it follows that $|F[E_n]| = 0$ for each positive integer $n$, and finally that $|F[E]| = 0$. 274
The hypothesis of continuity of the function \( U \) is essential for the validity of Theorems 5.2 and 5.3 (the hypothesis of continuity of the function \( F \), which is not required in Theorem 5.3, may, however, be removed also from Theorem 5.2). Let \( F(t) = -t \) identically, and let \( U(t) = t \) for irrational values and \( U(t) = t + 1 \) for rational values of \( t \). Denoting by \( E \) the set of irrational points of the interval \((0, 1)\), we shall have at each point \( t \) of this set
\[
\overline{F}_U(t) = \overline{F}_U^+(t) = \overline{F}_U^-(t) = 0 \quad \text{and} \quad \overline{F}_U(t) = \overline{F}_U^+(t) = \overline{F}_U(t) = -1.
\]
Nevertheless \( |U[E]| = |F[E]| = 1 \). On the other hand, the hypothesis of continuity of the function \( V \) may be removed from Theorem 5.3, if we replace the condition \( F_U(t) = 0 \) by the more restrictive condition \( F_U'(t) = 0 \). To see this, we shall first establish an elementary lemma.

(5.4) **Lemma.** If \( U \) is a finite function on a set \( E \), there exists a set \( T \subset E \) such that the set \( U[T] \) is at most enumerable and such that each point \( \tau \in E - T \) is the limit of a sequence of points \( \{t_i\} \) of \( E \) which fulfills the conditions (i) \( t_i > \tau \) and \( U(t_i) \neq U(\tau) \) for each \( i = 1, 2, \ldots \) and (ii) \( \lim_{i \to \infty} U(t_i) = U(\tau) \).

**Proof.** Let \( T \) be the set of the points \( \tau \in E \) none of which is the limit of a sequence \( \{t_i\} \) of points of \( E \) subject to the conditions (i) and (ii) of the lemma. Let us denote, for each positive integer \( k \), by \( T_k \) the set of the points \( \tau \) of \( T \) for which there is no point \( t \in E \) such that both \( 0 < t - \tau < 1/k \) and \( 0 < |U(t) - U(\tau)| < 1/k \). We have \( T = \sum_k T_k \). Plainly the function \( U \) cannot, on any portion of \( T_k \) of diameter less than \( 1/k \), assume two distinct values differing by less than \( 1/k \). It follows that each set \( U[T_k] \) is at most enumerable, and the same is therefore true of the whole set \( U[T] \).

(5.5) **Theorem.** If \( U \) and \( F \) are any finite functions and \( F_U(t) = 0 \) or, more generally \( \overline{F}_U(t) = \overline{F}_U^+(t) = 0 \), at each point \( t \) of a set \( E \), then \( |F[E]| = 0 \).

**Proof.** Let \( C \) be the curve \( x = U(t) \), \( y = F(t) \), and let \( E_n \) denote, for each positive integer \( n \), the set of the points \( t \) of \( E \) such that the inequality \( 0 \leq t' - t \leq 1/n \) implies \( |F(t') - F(t)| \leq |U(t') - U(t)| \) whatever be the point \( t' \). We can express each set \( E_n \) as the sum of a sequence \( \{E_{n,k}\}_{k=1,2,\ldots} \) of sets of diameter less than \( 1/n \).

Let us keep \( n \) and \( k \) fixed for the moment. It is clear that the contingent of the set \( B(C; E_{n,k}) \) cannot, at any point of this set, contain a half-line whose angular coefficient exceeds the number 1. Consequently, denoting by \( B_{n,k} \) the set of the points of \( B(C; E_{n,k}) \) at which the set \( B(C; E_{n,k}) \) has no unique tangent, we see from Theorem 3.6 that \( \Lambda(B_{n,k}) = 0 \).
Now the set \( E_{n,k} \) contains, by Lemma 5.4, a subset \( T_{n,k} \) such that \( U[T_{n,k}] \) is at most enumerable and that each point \( \tau \in E_{n,k} - T_{n,k} \) is the limit of a sequence \( \{t_i\} \) of points of \( E_{n,k} \) which fulfills the conditions (i) and (ii) of this lemma. Hence, the relations \( \overline{F'_U}(t) = F'_U(t) = 0 \) being satisfied, by hypothesis, at each point \( t \in E_{n,k} \), the set \( B(C; E_{n,k}) \) has a unique tangent parallel to the \( x \)-axis at each point of the set \( B(C; E_{n,k} - T_{n,k}) - B_{n,k} \). Since \( \Lambda(B_{n,k}) = 0 \), it thus follows from Theorem 3.7 that the set \( F[E_{n,k} - T_{n,k}] \), which coincides with the projection of the set \( B(C; E_{n,k} - T_{n,k}) \) on the \( y \)-axis, is of measure zero. The same is therefore true of the set \( F[E_{n,k}] \), for the set \( F[T_{n,k}] \) is, with \( U[T_{n,k}] \), at most enumerable. It follows at once that \( |F[E]| = 0 \), since \( E = \sum_{n,k} E_{n,k} \).

We may mention an application of Theorems 5.3 and 5.5, which is connected with the following theorem of H. Lebesgue [11, p. 299]: If the derivative of a continuous function \( F \), with respect to a function \( U \) of bounded variation, is identically zero, then the function \( F \) is a constant. J. Petrovski [1] and R. Caccioppoli [1] extended this theorem, in the case when the function \( U \) is continuous, by removing the hypothesis of bounded variation for \( U \). At the same time, Petrovski remarked that it was sufficient for the validity of the theorem to suppose that the relation \( F'_U(t) = 0 \) holds everywhere except in an enumerable set.

It is easy to see that this result is contained in each of the separate theorems 5.3 and 5.5. These theorems actually enable us to state the result of Petrovski and Caccioppoli in two slightly more general forms. Thus:

1° Suppose that \( U \) and \( F \) are continuous functions and that at each point \( t \), except at most those of an enumerable set, one at least of the four relations \( \overline{F'_U}(t) = 0, \ F'_U(t) = 0, \ \overline{F'_U}(t) = F'_U(t) = 0 \) or \( \overline{F'_U}(t) - F'_U(t) = 0 \) is fulfilled. Then the function \( F \) is a constant.

2° Suppose that \( U \) is any finite function and \( F \) a continuous function, and let one of the relations \( \overline{F'_U}(t) = F'_U(t) = 0 \) or \( \overline{F'_U}(t) - F'_U(t) = 0 \) hold at each point \( t \) except at most those of an enumerable set. Then the function \( F \) is a constant.

We observe further that, in both the statements 1° and 2°, we may replace the hypothesis of continuity of \( F \) by the hypothesis that \( F \) is continuous in the Darboux sense (cf. § 4, p. 272); moreover the condition that the exceptional set be at most enumerable may be replaced by the condition that the set of values assumed by the function \( F \) at the points of this set be of measure zero.

The Denjoy relations have a more complete extension to relative derivates when the function \( U \) of Theorem 5.2 is subjected to certain restrictions. Thus:

(5.6) **Theorem.** Let \( U \) and \( F \) be finite functions, and suppose that, at each point \( t \) of a set \( E \), the derivative \( U'(t) \) (finite or infinite) exists and that \( \overline{F'_U}(t) < +\infty \). Then \( F'_U(t) = \overline{F'_U}(t) = \pm \infty \) at each point \( t \) of \( E \) except at most the points of a set \( H \) such that \( |U[H]| = 0 \).
Proof. We may clearly restrict ourselves to the case in which the derivative $U'(t)$ is non-negative throughout $E$, and even, by Theorem 4.5, to the case in which $(1^o) U'(\tau)>0$ at each point $\tau$ of $E$. We then have $\limsup_{\tau \to -} U(t) \leq U(\tau) \leq \liminf_{\tau \to +} U(t)$ at each point $\tau \in E$, and consequently, on account of Theorem 1.1 (ii), we may suppose that $(2^o)$ the function $U$ is continuous at each point of $E$. This implies that we then have also $\limsup_{\tau \to +} F(t) \leq F(\tau)$ at each point $\tau \in E$, and hence, appealing again to Theorem 1.1 (ii), we may suppose further that $(3^o) \limsup_{\tau \to +} F(t) \leq F(\tau)$ at each point $\tau \in E$. Finally by Theorem 1.2, we may suppose $(4^o) F_U(t) \leq F_U(\tau)$ at each point $\tau \in E$.

Let now $C$ be the curve defined by the equations $x=U(t)$, $y=F(t)$. We denote, for each positive integer $n$, by $E_n$ the set of the points $t \in E$ such that, for every point $t'$, (i) the inequality $0 < t' - t < 1/n$ implies the two inequalities $U(t') > U(t)$ and $F(t') - F(t) < n \cdot [U(t') - U(t)]$, and (ii) the inequality $0 < t - t' < 1/n$ implies $U(t) > U(t')$.

Since, by hypothesis, $F_U(t) < +\infty$ and since, by $(1^o)$, $U'(t)>0$ at each point $t$ of $E$, we see that $E = \sum_n E_n$.

Keeping a positive integer $n$ fixed for the moment, let $I$ be any open interval of length less than $1/n$. Whenever $(\xi, \eta)$ is a point of $B(C; I \cdot E_n)$, the contingent of the set $B(C; I)$ at $(\xi, \eta)$ clearly contains no half-line which is situated in the half-plane $x \geq \xi$ and which has an angular coefficient exceeding $n$. Let $D(I)$ denote the set of the points of the set $B(C; I)$ at which this set has an extreme tangent, non-parallel to the $y$-axis, with an empty side containing the half-line in the direction of the positive semi-axis of $y$. Further, let $B_n(I)$ be the set of the points of $B(C; I \cdot E_n)$ which do not belong to $D(I)$, and let $\tilde{B}_n(I)$ be the projection of $B_n(I)$ on the $x$-axis.

By Theorems 3.6 and 3.7, the set $\tilde{B}_n(I)$ is of measure zero.

This being so, let $t_0$ be any point of the set $I \cdot E_n$ such that $U(t_0)$ does not belong to the set $\tilde{B}_n(I)$. Let us denote by $k_0$ the angular coefficient of the extreme tangent to the set $B(C; I)$ at the point $(U(t_0), F(t_0))$. It follows easily from the hypotheses $(1^o)$, $(2^o)$ and $(3^o)$ that $F_U(t_0) \geq k_0 \geq F_U(t_0)$, and this, in view of $(4^o)$, leads to the relation $F_U(t_0) = F_U(t_0) + \infty$. 


Thus, since $I$ is any open interval of length less than $1/n$, we find that the last relation holds at each point $t_0$ of $E_n$ other than those belonging to a set $H_n$ such that $|U[H_n]|=0$. This completes the proof, since we have seen that $E=\sum_n E_n$.

In view of Theorem 7.2, Chap. VII, we derive from Theorem 5.6 the following theorem which has been established in a different way by A. J. Ward [3]:

(5.7) Suppose that the function $U$ is $\text{VBG}^*$ and let $F$ be any finite function. Let $E$ be a set at each point $t$ of which we have either $\overline{F}^+_U(t)<+\infty$ or $\overline{F}^-_U(t)>-\infty$. Then the derivates $\overline{F}^-_U$ and $\overline{F}^+_U$ are finite and equal at all points of $E$ except at most those of a set $H$ such that $|U[H]|=0$.

It will result from the considerations of § 6 (see, in particular, Theorem 6.2) that Theorem 5.7 remains valid for all continuous functions $U$ which fulfil the condition $(T^1)$. Nevertheless, its conclusion ceases to hold if we allow $U$ to be any function which is VBG or even ACG. To see this, let $G$ be a non-negative continuous function which is ACG on the interval $[0, 1]$ and for which $G(t)=0$ and $G^-(t)<-1$ at any point $t$ of a perfect set $E$ of positive measure (for the construction of such a function cf. Chap. VII, § 5, p. 224). Let us choose $U(t)=t+G(t)$ and $F(t)=t$. We shall then have at every point $t$ of $E$, $U(t)=t$, $U^+(t)\geq 1$ and $U^-(t)<0<\overline{U}^-(t)$, so that $0<\overline{F}^+_U(t)\leq \overline{F}^+_U(t)\leq 1$, while $\overline{F}^-_U(t)=-\infty$ and $\overline{F}^-_U(t)=-\infty$. Nevertheless $|U[E]|=|E|>0$. (This example is due to Ward.)

*§ 6. The Banach conditions $(T^1)$ and $(T^2)$. A finite function of a real variable $F$ is said to fulfil the condition $(T^1)$ on an interval $I$ if almost every one of its values is assumed at most a finite number of times on $I$. A finite function $F$ is said to fulfil the condition $(T^2)$ on an interval $I$ if almost every one of its values is assumed at most an enumerable infinity of times on $I$.

These two conditions were formulated by S. Banach [6]. We shall begin by studying the condition $(T^1)$ and we shall establish a differential property which is equivalent to this condition in the case when $F$ is continuous (vide below Theorem 6.2). Another equivalent condition, due to Nina Bary, will be established in § 8 (Theorem 8.3).

(6.1) Lemma. Suppose that $F$ is a continuous function and that $E$ is a set at no point of which the function $F$ has a derivative (finite or infinite). Suppose further that each point $x$ of $E$ is an isolated point of the set $E[F(t)=F(x)]$. Then $\Lambda\{B(F; E)\}=0$, and consequently $|E|=|F[E]|=0$. 
Proof. For each \( x \in E \) there exists a neighbourhood \( I \) such that, when \( t \in I \), the difference \( F(t) - F(x) \) remains of constant sign as long as \( t \) remains on the same side of \( x \); this difference then changes sign as \( t \) passes from one side of \( x \) to the other, except in the case in which the function \( F \) assumes a strict maximum or minimum at \( x \). Therefore, if we denote by \( E_0 \) the set of the points at which the function assumes a strict maximum or minimum, we see at once that the four Dini derivatives of \( F \) have the same sign at any point \( x \) of \( E - E_0 \). In other words, since, by hypothesis, the function \( F \) has no finite or infinite derivative at any point of \( E \), we shall have at each point \( x \) of \( E - E_0 \) either \( +\infty > \overline{F}(x) \geq 0 \) or else \( -\infty < \underline{F}(x) \leq 0 \). Hence, by Theorem 1.2, \( A\{B(F; E - E_0)\} = 0 \), and, since the set \( E_0 \) is at most enumerable (cf. Theorem 1.1), it follows that \( A\{B(F; E)\} = 0 \).

(6.2) **Theorem.** In order that a function \( F \) which is continuous on an interval \( I \), fulfil the condition \((T_1)\) on this interval, it is necessary and sufficient that the set of the values assumed by \( F \) at the points at which the function has no derivative (finite or infinite) be of measure zero.

Proof. Denoting by \( Y \) the set of the values assumed an infinity of times by the function \( F \) on \( I \), and denoting by \( E \) the set of the points of \( I \) at which \( F \) has no derivative, we have to prove that the relations \( Y = 0 \) and \( |F[E]| = 0 \) are equivalent.

1° \( Y = 0 \) implies \( |F[E]| = 0 \). Let \( X \) be the set of the points \( x \in I \) such that \( F(x) \in Y \). Then \( F[X] = Y \), whence \( |F[X]| = 0 \).

On the other hand, for each \( x_0 \in E - X \), the set of the points \( x \) such that \( F(x) = F(x_0) \), is finite, and consequently an isolated set. It follows from Lemma 6.1 that \( |F[E - X]| = 0 \), and hence finally that \( F[E] \leq F[X] + F[E - X] = 0 \).

2° \( |F[E]| = 0 \) implies \( Y = 0 \). Let \( H \) denote the set of the points \( x \) at which \( F'(x) = 0 \). By Theorem 4.5, we have \( |F[H]| = 0 \).

Now let \( y_0 \) be any point of \( Y - F[E] \), and let \( E_0 \) denote the set of the points \( x \) at which \( F'(x) = y_0 \). The set \( E_0 \) being infinite and closed, let \( x_0 \) be a point of accumulation of \( E_0 \). Since the function \( F \) has a derivative at each point of \( E_0 \), we find that \( F'(x_0) = 0 \); thus \( x_0 \in H \) and therefore \( y_0 \in F[H] \). It follows that \( Y - F[E] \subseteq F[H] \), and hence that \( |Y - F[E]| = 0 \). Thus \( |F[E]| = 0 \) implies \( |Y| = 0 \) and the proof is complete.
(6.3) **Theorem.** 1° *A continuous function which is VBG* (in particular, one of bounded variation) on an interval *I*, necessarily fulfils the condition (T₁) on *I*.

2° *A continuous function which is VBG on an interval *I* necessarily fulfils the condition (T₂) on *I*.

**Proof.** On account of Theorem 7.2, Chap. VII, the first part of the theorem is an immediate corollary of Theorem 6.2. To establish 2°, let us suppose that *F* is continuous and VBG on an interval *I*. The interval *I* is then expressible as the sum of a sequence \( \{E_n\} \) of closed sets on each of which the function *F* is VB. We may clearly suppose that each *E_n* contains the end-points of the interval *I*. Let us denote, for each positive integer *n*, by \( F_n \), the function which is equal to *F* on *E_n* and which is linear on the intervals contiguous to *E_n*. The functions \( F_n \) are plainly of bounded variation on *I*, and therefore, by 1°, they fulfil the condition (T₁). It follows at once that the function *F* fulfils the condition (T₂) on *I*.

In the part of Theorem 6.3(1°) that applies to functions which are VBG*, the continuity hypothesis for the function *F* is not a superfluous one (thus, the function *F*(*x*)=−sin(1/*x*) for *x*: 0 and *F*(0)=0 is VBG* and does not fulfil the condition (T₁) on [0, 1]). This hypothesis may however be replaced by a weaker one, which consists in supposing that the function *F* has no points of discontinuity other than of the first kind (i.e. that, at each point *x*, both the unilateral limits *F*(*x*+) and *F*(*x*−) exist). In particular, functions of bounded variation, whether continuous or not, all fulfil the condition (T₁) (and from this it follows easily that the continuity hypothesis may be removed altogether from the second part (2°) of the theorem).

For functions of bounded variation, the condition (T₁) may also be deduced from the following general property of plane sets, established by W. Gross [1] (cf. J. Gillis [1]): *If E is a plane set and \( E_n \) denotes the set of the values of \( \tau \) such that the line \( y=\eta \) contains at least \( n \) distinct points of the set \( E \), then \( \lambda(E): n|E_n| \).

In connection with part 2° of Theorem 6.3, it may be noted further that functions which are VBG, or even A′G, need not fulfil the condition (T₁). An example is furnished by the function *U* considered in § 5, p. 277. The latter is also, as will follow from results to be established in § 7 (cf. in particular, Theorem 7.4), an example of a continuous function which is ACG, and consequently fulfils the condition (N), without fulfilling the condition (S) of Banach.

For continuous functions of bounded variation, the condition (T₁) is also a consequence of the following theorem of S. Banach [5] (cf. also N. Bary [3, p. 631]), which contains at the same time an important criterion for a continuous function to be of bounded variation:
(6.4) **Theorem.** Let $F$ be a continuous function on an interval $I_0 = [a, b]$ and let $s(y)$ denote for each $y$ the number (finite or infinite) of the points of $I_0$ at which $F$ assumes the value $y$. Then the function $s(y)$ is measurable (3) and we have

\[
\int_{-\infty}^{+\infty} s(y) \, dy = W(F; I_0).
\]

**Proof.** For each positive integer $n$, let us put $I_1^{(n)} = [a, a + (b - a)/2^n]$ and $I_k^{(n)} = (a + (k - 1)(b - a)/2^n, a + k(b - a)/2^n]$, when $k = 2, 3, \ldots, 2^n$. This defines a subdivision $\mathcal{I}^{(n)}$ of the interval $I_0$ into $2^n$ subintervals, of which the first is closed and the others are half-open on the left. For $k = 1, 2, \ldots, 2^n$, let $s_k^{(n)}$ denote the characteristic function of the set $F[I_k^{(n)}]$, and let $s^{(n)}(y) = \sum_{k=1}^{2^n} s_k^{(n)}(y)$.

We see at once that the functions $s^{(n)}(y)$ constitute a non-decreasing sequence which converges at each point $y$ to $s(y)$. Hence, the functions $s^{(n)}(y)$ being clearly measurable (3), so is also the function $s(y)$.

On the other hand, \[\int_{-\infty}^{+\infty} s_k^{(n)}(y) \, dy = |F[I_k^{(n)}]| = O(F; I_k^{(n)}).\] Therefore, denoting by $W^{(n)}$ the sum of the oscillations of the function $F$ on the intervals of the subdivision $\mathcal{I}^{(n)}$, we obtain \[\int_{-\infty}^{+\infty} s^{(n)}(y) \, dy = W^{(n)},\] and the relation (6.5) follows by making $n \to \infty$.

(6.6) **Theorem.** If $F(x)$ is a continuous function which fulfils the condition $(T_2)$ on an interval $I_0$, the set $D$ of the points at which the derivative $F'(x)$ (finite or infinite) exists, is non-enumerably infinite. Moreover, if we write

\[P = \mathbb{E}\left[\frac{x \in D; F'(x) \geq 0}{x}\right]\quad \text{and} \quad N = \mathbb{E}\left[\frac{x \in D; F'(x) \leq 0}{x}\right],\]

then, for each interval $I = [a, b] \subseteq I_0$, we have

\[
|F[N]| \leq F(b) - F(a) \leq |F[P]|.
\]

**Proof.** We may, plainly, suppose that

\[F(a) \leq F(b),\]

since the other case may be discussed by changing the sign of the function $F$.

Let $Y$ be the set of those values of $F$ on $I$ which are assumed by the function $F$ at most an enumerable number of times on $I$. Denoting, for each $y$, by $E_y$ the set of the points $x \in I$ such that
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\(F(x) = y\), we shall show that with each point \(y \in Y\) we can associate a point \(x_y \in E_y\), in such a manner that (i) \(F(x_y) \geq 0\) and (ii) \(x_y\) is an isolated point of the set \(E_y\).

For this purpose, we remark first that if the set \(E_y\) reduces to a single point, the latter may be chosen for our \(x_y\). For, in that case, the condition (ii) is clearly fulfilled, while the condition (i) holds on account of the hypothesis (6.8).

Let us therefore consider the other case, in which the set \(E_y\) contains more than one point. Then, since the function \(F\) is continuous by hypothesis and \(y \in Y\), the set \(E_y\) is closed, and at most enumerable. This set, therefore, contains a pair of isolated points \(\alpha, \beta\) between which it has no further points. (This is obvious, if the set \(E_y\) is finite. If \(E_y\) is infinite, its derived set (cf. Chap. II, p. 40) is itself closed, non-empty, and at most enumerable; the latter, therefore, contains an isolated point \(x_0\). Thus near \(x_0\) there are only isolated points of \(E_y\). It will, therefore, suffice to choose, among the latter, any two consecutive points as our points \(\alpha\) and \(\beta\).) Consequently, at one at least of the points \(\alpha\) and \(\beta\), the upper derivative of \(F(x)\) is non-negative. We choose this point as our \(x_y\). We then see at once that the conditions (i) and (ii) are fulfilled.

This being established, let \(X\) denote the set of all the points \(x_y\) which are thus associated with the points \(y \in Y\). It follows from the conditions (i) and (ii) and from Lemma 6.1, that \(|F[X-P]| = |F[X-D]| = 0\), and so, by definition of the set \(X\), that \(|Y| = |F[X]| = |F[X-P]| \leq |F[P]|\). Since the condition \((T_2)\) implies that \(|F[I]| = |Y|\), we obtain, in view of (6.8), the inequality 
\[-|F[N]| \leq |F(b) - F(a)| \leq |F[I]| \leq |F[P]|,\]
i.e. the inequality (6.7).

Finally, since this relation holds for every subinterval \([a, b]\) of \(I_0\), we see that, unless the function \(F\) is a constant, one at least of the sets \(F[N]\) and \(F[P]\) is of positive measure. The set \(D = X + P\) is thus non-enumerably infinite, and this completes the proof.

(6.9) \textbf{Theorem.} Let \(F\) be a continuous function which fulfils the condition \((T_2)\) and let \(g\) be a finite summable function. Suppose further that \(F'(x) \leq g(x)\) at each point \(x\) at which the derivative \(F'(x)\) exists, except perhaps those of an enumerable set or, more generally, those of a set \(E\) such that \(|F[E]| = 0\). Then the function \(F\) is of bounded variation and, for each interval \([a, b]\), we have

\[(6.10)\quad F(b) - F(a) \leq \int_a^b F'(x) \, dx.\]
Proof. Let \( P \) be the set of the points \( x \) of \([a, b]\) at which the derivative \( F'(x) \) exists and is non-negative. Then, since at each point \( x \in P - E \) we have \( 0 \leq F'(x) \leq g(x) < +\infty \), it follows from Theorem 6.5, Chap. VII, that \( |F[P - E]| \leq \int_a^b F'(x) \, dx \leq \int_a^b g(x) \, dx \). On the other hand, by hypothesis, \( |F[E]| = 0 \). Hence, on account of Theorem 6.6, \( F(b) - F(a) \leq \int_a^b |g(x)| \, dx \) for each interval \([a, b]\), and, in consequence, \( F \) is a function of bounded variation whose function of singularities is monotone non-increasing. The inequality (6.10) follows at once.

In view of Theorem 6.3(2\(^o \)), we may apply Theorem 6.9, in particular, to continuous functions \( F \) which are VBG. We also observe that Theorem 6.9, when \( F \) is of bounded variation, may be deduced from de la Vallée Poussin's Decomposition Theorem (Chap. IV, §9).

Theorem 6.9 may be generalized further, by replacing the condition that the function \( g \) is summable, by the condition that the latter is \( \mathbb{R}_+ \)-integrable (the function \( F \) then shows itself to be VBG\( _+ \)). We thus obtain a proposition similar to Theorem 7.3, Chap. VI. The proof of Theorem 6.9 in this generalized form is, however, more complicated.

*§ 7. Three theorems of Banach.* We have repeatedly emphasized the importance of Lusin's condition (N) in the theory of the Denjoy integrals. We shall show in this §, that every continuous function which fulfils the condition (N), also fulfils the condition (T\(_2 \)). This result due to S. Banach [6] (cf. also N. Bary [3, p. 195]) renders Theorems 6.6 and 6.9 applicable to functions which fulfil the condition (N).

We shall also study another condition, introduced by S. Banach [6] and termed condition (S). We say that a finite function \( F \) fulfils the condition (S) on an interval \( I_0 \), if to each number \( \varepsilon > 0 \) there corresponds an \( \eta > 0 \) such that, for each measurable set \( E \subset I_0 \), the inequality \( |E| < \eta \) implies \( |F[E]| < \varepsilon \). (This condition is essentially more restrictive than the condition (N); cf. the remarks, p. 279, also G. Fichtenholz [4].)

(7.1) Lemma. Given a function \( F \) which is continuous on an interval \( I \), every closed set \( E \subset I \) contains a measurable set \( A \) on which the function \( F \) assumes each value \( y \in F[E] \) exactly once.
Three theorems of Banach.

Proof. With each \( y \in F[E] \) we associate the lower bound \( x_y \) of the set of the points \( x \) of \( E \) at which \( F(x) = y \), and we denote by \( A \) the set of all the points \( x_y \) which correspond in this way to the values \( y \in F[E] \). Since the set \( E \) is closed, we plainly have \( A \subseteq E \) and \( F \) assumes on \( A \) each of the values \( y \in F[E] \) exactly once.

In order to establish the measurability of \( A \), let us denote, for each positive integer \( n \), by \( E_n \), the set of the points \( x \in E \) such that \( E \) contains at least one point \( t \) which is subject to the conditions \( F(t) = F(x) \) and \( x - t \geq 1/n \). We have \( A = E - \sum_{n} E_n \), where \( E \) is closed by hypothesis, and where each \( E_n \) is closed by continuity of \( F \). The set \( A \) is thus measurable and this completes the proof.

(7.2) Lemma. Let \( F \) be a continuous function which fulfils the condition (N) on an interval \( I \). Then

(i) every measurable set \( E \subseteq I \) contains, for each \( \varepsilon > 0 \), a measurable subset \( Q \), such that \( |F[E] - F[Q]| < \varepsilon \), and on which the function \( F \) assumes each of its values at most once;

(ii) every measurable set \( E \subseteq I \) contains a measurable subset \( R \), such that \( |F[E] - F[R]| = 0 \), and on which the function \( F \) assumes each of its values at most an enumerable infinity of times.

Proof. re (i). As a measurable set, \( E \) is the sum of a set \( H \) of measure zero and an ascending sequence of closed sets \( \{E_n\} \). Since the function \( F \) fulfils the condition (N), we have \( |F[H]| = 0 \), and hence, the sets \( F[E_n] \) being measurable, there exists a positive integer \( n_0 \) such that \( |F[E] - F[E_{n_0}]| < \varepsilon \). Now, by Lemma 7.1, there exists a closed set \( Q \subseteq E_{n_0} \) such that each value \( y \in F[E_{n_0}] \) is assumed exactly once by \( F \) on \( Q \). This set \( Q \) plainly fulfils the conditions stated.

re (ii). In view of (i), there exists for each positive integer \( n \) a measurable set \( Q_n \subseteq E \), such that \( |F[E] - F[Q_n]| < 1/n \), and on which the function \( F \) assumes each of its values at most once. Therefore, writing \( R = \sum_{n} Q_n \), we see immediately that \( |F[E] - F[R]| = 0 \) and that on \( R \) the function \( F \) assumes each of its values at most an enumerable infinity of times. This completes the proof.

We shall establish in this § three theorems due to Banach on functions which fulfil the conditions (N) or (S). The first of these theorems, which concerns functions fulfilling the condition (N), is as follows:
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(7.3) Theorem. Any continuous function $F$ which fulfils the condition $(N)$ on an interval $I$, necessarily fulfils also the condition $(T_2)$ on $I$.

Proof. Let us denote, for each measurable set $E \subset I$, by $\mathcal{R}_E$ the class of all measurable sets $R \subset E$ which are subject to the following two conditions: (i) $|F(E) - F(R)| = 0$, and (ii) each value $y \in F(E)$ is assumed by the function $F$ at most enumerably often on $R$. By Lemma 7.2, the class $\mathcal{R}_E$ is non-empty, however we choose the measurable set $E \subset I$. We shall denote, for any such set $E$, by $\mu_\mathcal{R}_E$ the upper bound of the measures of the sets $(\mathcal{R}_E)$.

Consider, in particular, a sequence $\{H_n\}$ of sets $(\mathcal{R}_I)$ such that $\lim |H_n| = \mu_I$. Let $H = \sum H_n$ and let $U$ be a set $(\mathcal{R}_{I-H})$. We verify at once that $|U| = 0$, whence on account of the condition $(N)$, $|F(U)| = 0$. Therefore $|F[I-H]| = |F[U]| = 0$, so that almost every value $y \in F[I]$ is assumed by $F$ only on the set $H$, and therefore at most enumerably often.

The second of the theorems of Banach concerns functions which fulfil the condition $(S)$.

(7.4) Theorem. In order that a continuous function $F$ be subject to the condition $(S)$ on an interval $I$, it is necessary and sufficient that $F$ be subject on $I$ to both the conditions $(N)$ and $(T_1)$.

Proof. 1st Suppose that the function $F$ fulfils the condition $(S)$ on $I$. Since this condition clearly implies the condition $(N)$, we need only prove that $F$ fulfils the condition $(T_1)$.

Suppose then, if possible, that the set of the values assumed infinitely often on $I$ by the function $F$, is of positive outer measure. Since this set is measurable by Theorem 6.4, it contains a closed subset $Y$ of positive measure. Let $X$ denote the set of all the points $x \in I$ such that $F(x) \in Y$. The set $X$, plainly, is also closed.

We shall now define by induction a sequence of measurable sets $\{X_n\}$ subject to the following conditions: (i) $X_i \cdot X_j = 0$ whenever $i \neq j$, (ii) $|F[X_i]| \geq |Y|/2$ for $i = 1, 2, \ldots$, and (iii) the function $F$ assumes each of its values at most once on each set $X_i$.

For this purpose, suppose defined the first $k$ sets $X_i$ for which the conditions (i), (ii) and (iii) are satisfied. Let $E = I - \sum_{i=1}^{k} X_i$. Since, on $\sum_{i=1}^{k} X_i$, the function $F$ assumes each of its values at most a finite number of times, it follows that each value $y \in Y$ is necessarily assumed on the set $E$. By Lemma 7.2, this set therefore contains
measurable subset $X_{k+1}$ such that $|F[X_{k+1}]| \geq |F[E_k]|/2 \geq |Y|/2$ and that each value is assumed by $F$ at most once on $X_{k+1}$. The sets $X_1, X_2, ..., X_{k+1}$ clearly fulfil the conditions (i), (ii) and (iii).

The sequence \{X_i\} being thus defined, it follows from (i) that $\lim_i |X_i| = 0$, and hence, remembering that the function $F$ fulfils the condition (S), we have also $\lim_i |F[X_i]| = 0$. But this clearly contradicts (ii), since $|Y| > 0$.

2° Suppose now that the function $F$ fulfils the conditions (N) and (T_1), but not the condition (S). We could then determine a positive number $\sigma$ and a sequence of sets \{E_k\} in $I$ so that for $k = 1, 2, ...,$

\begin{align}
(7.5) \quad |E_k| < 1/2^k, \\
(7.6) \quad |F[E_k]| > \sigma.
\end{align}

Let us write $E = \lim \sup_k E_k$ and $A = \lim \sup_k F[E_k]$. We easily see that, if $y \in A$, then either $y \in F[E]$, or else the value $y$ is assumed by $F$ on $I$ infinitely often (in fact there exists an increasing sequence of positive integers \{k_i\} and a sequence of points \{x_i\}, every two of which are distinct, such that $x_i \in E_{k_i}$ and $F(x_i) = y$ for $i = 1, 2, ...$).

Now, on account of (7.5), we have $|E| = 0$, and therefore also $|F[E]| = 0$. On the other hand, by (7.6), $|A| \geq \sigma > 0$. Thus $|A - F[E]| \geq \sigma$, and since, as we have just seen, each value $y \in A - F[E]$ is assumed by $F$ infinitely often on $I$, this contradicts the hypothesis that the function $F$ fulfils the condition (T_1).

We shall establish next a “differentiability theorem” for the functions which fulfil the condition (N):

\begin{align}
(7.7) \quad \textbf{Theorem.} \quad \text{In order that a continuous function } F \text{ be absolutely continuous on an interval } I_0, \text{ it is necessary and sufficient that the function } F \text{ fulfil simultaneously the condition (N) and the condition }
\end{align}

\[ \int_P F'(x) \, dx < +\infty, \]

where $P$ denotes the set of the points at which the function $F$ has a finite non-negative derivative.

\textbf{Proof.} Since the conditions of the theorem are obviously necessary (cf. Theorem 6.7, Chap. VII), let us suppose that the function $F$ fulfils the condition (N) and the inequality (7.8). Let $g$ be the function equal to $F'(x)$ for $x \in P$ and to 0 elsewhere. Then, if $E$ denotes the set of the points $x$ at which $F'(x) = +\infty$, we shall have $F'(x) \leq g(x)$ at every point $x$ of $I_0 - E$ at which the derivative $F'(x)$ exists.
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On the other hand, since $|E| = 0$ (cf. Theorem 4.4, or Chap. VII, §10, p. 236), we have $|F[E]| = 0$, and, since the function $F$ fulfills, by Theorem 7.3, the condition $(T_2)$, it follows from Theorem 6.9 that $F$ is of bounded variation on $I_0$. This completes the proof, since, by Theorem 6.7, Chap. VII, every continuous function of bounded variation, which fulfills the condition $(N)$ is absolutely continuous.

Theorem 7.7 (in a slightly less general form) was first proved by N. Bary [2; 3, p. 199]. It shows in particular that every continuous function $F(x)$, which is subject to the condition $(N)$ and whose derivative is non-negative at almost every point where $F(x)$ is derivable, is monotone non-decreasing. This proposition contains an essential generalization of Theorem 6.2, Chap. VII.

Theorem 7.7 may, moreover, be generalized still further. If a continuous function $F(x)$ fulfills the condition $(N)$ and if the function $g(x)$, equal to $F'(x)$ wherever $F(x)$ is derivable and to 0 elsewhere, has a major function (in the Perron sense), then the function $F(x)$ is $ACG^*$, i.e. an indefinite $^*$-integral.

For the part played by the conditions $(N)$, $(T_1)$ and $(T_2)$ in the theory of Denjoy integrals, cf. also J. Ridder [8].

From Theorem 7.7 we obtain the third theorem of Banach:

(7.9) Theorem. Any function which is continuous and subject to the condition $(N)$ on an interval, is derivable at every point of a set of positive measure.

§ 8. Superpositions of absolutely continuous functions.

Suppose given a bounded function $G$ on an interval $[a, b]$, and a function $H$ defined on the interval $[a, b]$ where $a$ and $b$ denote respectively the lower and the upper bound of $G$ on $[a, b]$. We call superposition of the functions $G$ and $H$ on $[a, b]$, the function $H(G(x))$. The function $G$ is termed inner function and the function $H$ outer function of this superposition.

If a function $F$ is continuous and increasing on an interval $[a, b]$, the continuous increasing function $G$ defined on the interval $[F(a), F(b)]$ so as to satisfy the identity $G(F(x)) = x$ on $[a, b]$, will, as usual, be termed inverse function of $F$ and denoted by $F^{-1}$.

It has long been known that the superposition of two absolutely continuous functions is not, in general, an absolutely continuous function. By means of the conditions discussed in the preceding §§, particularly the condition $(S)$, Nina Bary and D. Menchoff succeeded in characterizing completely the class of functions expressible as superpositions of absolutely continuous functions. (Cf. also G. Fichtenholz [3].)
(8.1) **Theorem.** Any function $F$ which is continuous and subject to the condition $(T_1)$ on an interval $[a, b]$ is expressible on this interval as a superposition of two continuous functions, of which the inner function is of bounded variation and the outer function is increasing and absolutely continuous.

If, further, the function $F$ fulfils the condition $(N)$, the inner function of this superposition is necessarily absolutely continuous also.

**Proof.** Let $a$ and $\beta$ denote respectively the lower and upper bounds of $F$ on $[a, b]$, and let $s_F(y)$ denote, for each $y$, the number (finite or infinite) of the points of the interval $[a, b]$ at which $F$ assumes the value $y$. Since, by hypothesis, the function $F$ is continuous and subject to the condition $(T_1)$, we shall have $0 < 1/s_F(y) \leq 1$ for almost all the values $y$ of the interval $[a, \beta]$. Let us denote by $U$ an indefinite integral of the function which is equal to $1/s_F(y)$ on $[a, \beta]$ and to 1 elsewhere. We now write $G(x) = U[F(x)]$ for $x \in [a, b]$. We thus have $F(x) = U^{-1}[G(x)]$, and in order to establish the first part of the theorem, it is enough to show that (i) the function $U^{-1}$ is absolutely continuous and (ii) the function $G$ is of bounded variation.

Suppose, if possible, that the function $U^{-1}$ (which is continuous and increasing together with $U$) is not absolutely continuous. Then (cf. Theorem 6.7, Chap. VII), there exists a set $E$ of measure zero such that $|U^{-1}[E]| > 0$. Writing $Q = U^{-1}[E]$, we thus have

$$(8.2) \quad |Q| > 0 \quad \text{and} \quad |U[Q]| = 0.$$ 

We may, plainly, suppose that the set $E$, and therefore the set $Q$, are sets ($\mathfrak{G}_a$). Thus (cf. Theorem 13.3, Chap. III)

$$|U[Q]| = \int Q U'(y) dy,$$

which renders the relations (8.2) contradictory, since almost everywhere $U'(y) = 1/s_F(y) > 0$ for $y \in [a, \beta]$ and $U'(y) = 1$ outside the interval $[a, \beta]$.

In order to establish (ii), we shall make use of the criterion of Theorem 6.4. Denote for each $z$ by $s_G(z)$ the number of the points of the interval $[a, b]$ at which the function $G$ assumes the value $z$. Since the function $U$ is increasing, we clearly have $s_G(U(y)) = s_F(y)$ for each $y$, and $s_G(z) = 0$ for each $z$ outside the interval $[U(a), U(\beta)]$. Hence, remembering that the function $U$ is absolutely continuous, we obtain (cf. Theorem 15.1, Chap. I)
which shows, by Theorem 6.4, that the function \( G \) is of bounded variation.

Finally, if the given function \( F \) fulfils the condition (N), so does the function \( G(x) = U(F(x)) \), and the latter, since it is of bounded variation, is absolutely continuous by Theorem 6.7, Chap.VII. This completes the proof.

(8.3) **Theorem.** 1° In order that a continuous function \( F \) be expressible as a superposition of two continuous functions of which the inner function is of bounded variation and the outer function is absolutely continuous, it is necessary and sufficient that \( F \) fulfil the condition \((T_1)\).

2° In order that a continuous function be representable as a superposition of two absolutely continuous functions, it is necessary and sufficient that the function fulfil both the conditions \((T_1)\) and \((N)\), or what amounts to the same, the condition \((S)\).

**Proof.** Since it follows at once from Theorem 8.1 that these conditions are sufficient, we need only prove them necessary.

Let therefore \( F(x) = H(G(x)) \) on an interval \([a,b]\), where \( G \) is a function of bounded variation and \( H \) an absolutely continuous function. Let \( a \) and \( \beta \) be respectively the lower and the upper bound of \( G \) on \([a,b]\). Let \( E_G \) and \( E_H \) denote the sets of the values which the functions \( G \) and \( H \) assume infinitely often on the intervals \([a,b]\) and \([a,\beta]\), respectively. Since the functions \( G \) and \( H \) fulfil the condition \((T_1)\), we have \(|E_G| = |E_H| = 0\), and since the function \( H \) is, moreover, absolutely continuous, we have also \(|H[E_G]| = 0\). Now we see at once that each value which is assumed infinitely often on \([a,b]\) by the function \( F \), belongs either to \( E_H \), or to \( H[E_G] \). The set of these values is thus of measure zero, and the function \( F \) fulfils the condition \((T_1)\).

If, further, the function \( G \) is absolutely continuous (as well as \( H \)), then the function \( F \) is a superposition of two functions which fulfil the condition \((N)\), and, therefore, itself fulfils this condition. This completes the proof.
Theorems 8.1 and 8.3 are due to Nina Bary [1; 3, pp. 208, 633] (cf. also S. Banach and S. Saks [1]). Part $2^o$ of Theorem 8.3 was established a little earlier in a note of N. Bary and D. Menchoff [1] (cf. also N. Bary [3, p. 203]) in a form analogous to Theorem 6.2. Thus:

(8.4) **Theorem.** In order that a function $F$ which is continuous on an interval $[a,b]$ be on this interval a superposition of two absolutely continuous functions, it is necessary and sufficient that the set of the values assumed by the function $F$ at the points of $[a,b]$ at which $F$ is not derivable, be of measure zero.

**Proof.** Let $Q_F$ be the set of the points of $[a,b]$ at which $F$ is not derivable. Suppose first that

$1^o F(x) = H(G(x))$ on $[a,b]$, where $H$ and $G$ are absolutely continuous functions. Let $Q_G$ and $Q_H$ be respectively the sets of the points at which the functions $G$ and $H$ are not derivable. We have $|Q_G| = |Q_H| = 0$ and, consequently, $|F[Q_G]| = |H[Q_H]| = 0$. Now, we see at once that if the function $F$ is not derivable at a point $x$, then either $x \in Q_G$, or $G(x) \in Q_H$. Therefore $F[Q_F] \subset F[Q_G] + H[Q_H]$, and hence, $|F[Q_F]| = 0$.

Conversely, suppose that

$2^o |F[Q_F]| = 0$. By Theorem 6.2, the function then fulfils the condition $(T_1)$. To show that $F$ also fulfils the condition $(N)$, consider any set of measure zero, $E$ say, in $[a,b]$. Since the function $F$ is derivable at each point of $E - Q_F$, we have, by Theorem 6.5, Chap. VII, $|F[E - Q_F]| = 0$, and since, by hypothesis, $|F[Q_F]| = 0$, we obtain $|F[E]| = 0$. The function $F$ thus fulfils both the conditions $(T_1)$ and $(N)$, and is, therefore, by Theorem 8.3 ($2^o$), a superposition of two absolutely continuous functions.

It follows from Theorem 8.3 ($2^o$) that a superposition of any finite number of absolutely continuous functions is expressible as a superposition of two absolutely continuous functions. For the superposition of any finite number of functions which fulfil the condition $(S)$, itself fulfils this condition.

The results exposed in this § have been the starting point of the important researches of Nina Bary [3] on the representation of continuous functions by means of superpositions of absolutely continuous functions. Let us cite two of her fundamental theorems: $1^o$ Every continuous function is the sum of three superpositions of absolutely continuous functions, and there exist continuous functions which cannot be expressed as the sum of two such superpositions. $2^o$ Every continuous function which fulfils the condition $(N)$—or, more generally, every continuous function which is derivable at every point of a set which has positive measure in each interval—is the sum of two superpositions of absolutely continuous functions, and there exist continuous functions which fulfil the condition $(N)$, but are not expressible as one superposition of absolutely continuous functions (the function $U(x)$ discussed above...
§ 9. The condition (D). We shall now establish, for the extreme approximate derivates, a theorem, analogous to Theorem 4.6, but whose proof depends on a different idea. It is convenient to formulate it, from the beginning, in a slightly more general manner.

Given two positive numbers \( N \) and \( \varepsilon \), we shall say that a function \( F \) fulfils at a point \( x_0 \) the condition \((D_{N,\varepsilon})\), if there exist positive numbers \( h \), as small as we please, such that the difference between the outer measure of the set \( \bigcap_{x \in E} F(x) - F(x_0) \geq N \cdot (x - x_0); \quad 0 \leq x - x_0 \leq h \) and that of the set \( \bigcap_{x \in E} F(x) - F(x_0) \geq -N \cdot (x - x_0); \quad 0 \leq x - x_0 \leq h \) exceeds the number \( h \varepsilon \) in absolute value. By symmetry, merely replacing \( F(x) - F(x_0) \) and \( x - x_0 \) by \( F(x_0) - F(x) \) and \( x_0 - x \) respectively, we define the condition \((D_{N,\varepsilon})\).

If, for a point \( x_0 \), there exists a pair of finite positive numbers \( N \) and \( \varepsilon \) such that the function \( F \) fulfils at this point the condition \((D_{N,\varepsilon})\), or the condition \((D_{N,\varepsilon})\), we say that \( F \) fulfils at \( x_0 \) the condition (D).

For measurable functions the condition (D) may be formulated more simply: a measurable function \( F \) fulfils at a point \( x_0 \), the condition (D), if there exists a finite positive number \( N \) such that \( x_0 \) is not a point of dispersion for the set of the points \( x \) at which \[ |F(x) - F(x_0)| \leq N \cdot |x - x_0|. \]

(9.1) Theorem. If any one of the four approximate extreme derivates of a function \( F \) is finite at a point \( x_0 \), then the function fulfils the condition (D) at this point.

Proof. Suppose, to fix the ideas, that \( |F_{2\eta}^+(x_0)| < +\infty \) and write \( N = |F_{2\eta}^+(x_0)| + 1 \). Let \( E_1 \) and \( E_2 \) be the sets of the points \( x \) which are situated on the right of the point \( x_0 \) and which fulfil respectively the inequalities \( F(x) - F(x_0) \geq N \cdot (x - x_0) \) and \( F(x) - F(x_0) \geq -N \cdot (x - x_0) \). It follows at once from the definitions of approximate derivates (Chap. VII, § 3) that \( x_0 \) is a point of dispersion for the set \( E_1 \), while \( E_2 \) has at \( x_0 \) a positive upper outer density. Denoting the latter by \( \delta \), we see at once that the function \( F \) fulfils at \( x_0 \) the condition \((D_{N,\varepsilon})\) whatever be the positive number \( \varepsilon < \delta \).

(9.2) Lemma. Let \( N \) and \( \varepsilon \) be finite positive numbers and suppose that a finite function \( F \) fulfils the condition \((D_{N,\varepsilon})\) at each point of a set \( E \). Then \[ |F[E]| \leq (2N/\varepsilon) \cdot |E|. \]
Proof. We shall first show that for every interval \( I = [a, b] \),
\[
|I| \geq (\varepsilon/2N) \cdot |F[E \cdot I]|. \tag{9.3}
\]
For this purpose, we write, for every \( y \),
\[
H(y) = \sum_x F(x) \geq y; x \in I. \tag{9.4}
\]
The function \( H \) thus defined is non-increasing and bounded on the whole straight line \((-\infty, +\infty)\); we have, in fact, for every \( y \),
\[
0 \leq H(y) \leq |I|. \tag{9.5}
\]
Given an arbitrary point \( y_0 \) of \( F(E \cdot I) \), which is distinct from \( F(b) \) and at which the function \( H \) is derivable, let us consider a point \( x_0 \in E \cdot I \) such that \( F(x_0) = y_0 \). Plainly \( x_0 \neq b \). Let us write, for brevity,
\[
A(h, k) = \sum_x F(x) \geq y_0 + k \cdot (x - x_0); 0 \leq x - x_0 \leq h
\]
and
\[
B(h, k) = \sum_x F(x) \geq y_0 + kh; 0 \leq x - x_0 \leq h. \]
For every subinterval \([x_0, x_0 + h]\) of \( I \), we then have the relation
\[
B(h, N) \subset A(h, N) \subset A(h, -N) \subset B(h, -N), \]
whence it follows easily, on account of (9.4), that
\[
H(y_0 - Nh) - H(y_0 + Nh) \geq |B(h, -N) - |B(h, N)| \geq |A(h, -N) - |A(h, N)|. \]
Now, since \( F \) fulfils, by hypothesis, the condition \( (D^+, \varepsilon) \) at \( x_0 \), there exist positive values \( h \), as small as we please, such that
\[
|A(h, -N)| - |A(h, N)| \geq h \varepsilon,
\]
and therefore \( H(y_0 - Nh) - H(y_0 + Nh) \geq h \varepsilon \). Hence, \( H'(y_0) \leq -\varepsilon/2N \) for every point \( y_0 \neq F(b) \) of \( F(E \cdot I) \) at which the function \( H \) is derivable. Therefore, denoting, for each positive integer \( n \), by \( Q_n \) the part of the set \( F(E \cdot I) \) contained in the interval \([-n, n]\), we find, on account of (9.5), \(|I| \geq |H(n) - H(-n)| \geq \varepsilon \cdot |Q_n|/2N\), from which the inequality (9.3) follows by making \( n \to \infty \).
This being established, let \( \eta \) be a positive number and \( \{I_k\} \) a sequence of intervals such that
\[
E \subset \sum_k I_k \quad \text{and} \quad |E| + \eta \geq \sum_k |I_k|. \tag{9.6}
\]
Since (9.3) holds for each interval \( I \), it follows from (9.6) that
\[
|E| + \eta \geq (\varepsilon/2N) \cdot \sum_k |F[E \cdot I_k]| \geq (\varepsilon/2N) \cdot |F[E]|, \]
whence, remembering that \( \eta \) is an arbitrary positive number, we see that \( |F[E]| \leq (2N/\varepsilon) \cdot |E| \).
Theorem. If at each point of a set $E$, a finite function $F$ fulfills the condition (D) (and so, in particular, if at each point of $E$ the function $F$ has one of its extreme approximate derivates finite), then the function $F$ fulfills the condition (N) on $E$.

Proof. Let $H$ be any subset of $E$ of measure zero, and let $H_n$ denote, for each positive integer $n$, the set of the points $x$ of $H$ at which the function $F$ fulfills the condition $(D^i)$ or $(D^-i)$. We clearly have $H = \bigcup H_n$, and since, by Lemma 9.2, $|F[H_n]| \leq 4n^2 |H_n| = 0$, we obtain $|F[H]| = 0$.

Theorem 9.7 enables us to complete Theorems 10.5 and 10.14 of Chap. VII, as follows:

(9.8) Theorem. 1° Every finite function $F$ which is continuous on a closed set $E$ and which has at each point of $E$, except perhaps those of an enumerable subset, either two finite Dini derivates on the same side, or one finite extreme bilateral derivate, is ACG* on $E$.

2° Every finite function $F$ which is continuous on a closed set $E$ and which has at each point of $E$, except perhaps those of an enumerable subset, either one finite Dini derivate, or one finite extreme approximate bilateral derivate, or finally two finite extreme approximate unilateral derivates on the same side, is ACG on $E$.

Proof. By Theorems 10.1, 10.5, 10.8 and 10.14 of Chap. VII, the function $F$ is VBG* on $E$ in case 1° and VBG on $E$ in case 2°. On the other hand, by Theorems 4.6 and 9.7, this function fulfills, in both cases, the condition (N) on $E$. Hence, by Theorems 6.8 and 8.8 of Chap. VII, the function is ACG* on $E$ in case 1°, and ACG on $E$ in case 2°.

In the most important case in which the closed set $E$ is an interval, Theorem 9.8 may further be stated in terms of Denjoy integrals. For this purpose, let us begin by noting the following proposition (cf. A. S. Besicovitch [2], and J. C. Burkill and U. S. Haslam-Jones [1]):

(9.9) Theorem. If a finite function $F$ is measurable on a set $E$ and has at each point of this set one of its Dini derivates finite, then this derivate is, at almost all points of $E$, an approximate derivative of $F$.

Proof. It follows from Theorem 10.8, Chap. VII, that the function $F$ is VBG on $E$, and so, approximately derivable at almost all the points of $E$. Let us denote by $E_1$ the set of the points of $E$
at which one at least of the opposite Dini derivates $F^+$ and $F^-$ is finite. Plainly, $F^-(x) \leq F_{ap}(x) \leq F^+(x)$ at each point $x$ at which the approximate derivative $F_{ap}(x)$ exists, and therefore by Theorem 4.1, $F^-(x) = F^+(x) = F_{ap}(x)$ at almost all points $x$ of $E_1$. Similarly, we show that $F^+(x) = F^-(x) = F_{ap}(x)$ at almost all the points $x$ of $E$ at which one of the derivates $F^+$ and $F^-$ is finite. This completes the proof.

(9.10) Theorem. 1° If $f$ is a finite function which, at each point of an interval $I_0$, except those of an enumerable set, is equal to an extreme bilateral derivate of a continuous function $F$, then the function $f$ is $D_*$-integrable on $I_0$ and the function $F$ is an indefinite $D_*$-integral of $f$.

2° If $f$ is a finite function which, at each point of an interval $I_0$, except those of an enumerable set, is equal either to a Dini derivate, or to an extreme approximate bilateral derivate of a continuous function $F$, then the function $f$ is $D$-integrable on $I_0$ and the function $F$ is an indefinite $D$-integral of $f$.

Proof. In view of Theorem 9.8, the function $F^*$ is $ACG_*$ in case 1°, and $ACG$ in case 2°. Moreover, at almost all the points $x$ of $E$, we have $F'(x) = f(x)$ in case 1°, and by Theorem 9.9, $F_{ap}(x) = f(x)$ in case 2°. This proves the theorem.

Although Theorem 9.8 presents a formal analogy with Theorems 10.5 and 10.14 of Chap. VII, there is an essential difference between the result of this § and those of §10, Chap. VII. We see, in the first place, that the criteria of Theorems 10.5 and 10.14 of Chap. VII concern functions which are given on quite arbitrary sets, whereas those of Theorem 9.8 are established only for closed sets. In the second place, if the derivates of a quite arbitrary function satisfy on a set $E$ the conditions of Theorem 10.5, or of Theorem 10.14, of Chap. VII, then the set $E$ can, by these theorems, be decomposed into a sequence of sets on which the function is absolutely continuous. On the contrary, Theorem 9.8 of this § does not enable us to draw any conclusion as to a similar decomposition of the set $E$ (even when this set is an interval), unless the function considered is continuous.

Two examples will now be given to show that this feature of Theorem 9.8, which represents a restriction as compared with the results of §10, Chap. VII, is essential for the validity of the theorem.

(i) Consider the function $F(x) = \sum \frac{2^n x}{5^n}$, where $[2^n x]$ denotes, as usual, the largest integer not exceeding $2^n x$. This function is increasing. Its lower right-hand derivate is finite everywhere, and even, as we easily see, vanishes identically. Nevertheless, there is no decomposition of the interval $J_0 = [0, 1]$ into a sequence of sets on which $F$ is absolutely continuous, or even only uniformly continuous. In fact, no such decomposition can exist for a monotone function $F$ whose points of discontinuity form a set everywhere dense in $J_0$. 


For, if such a decomposition \( \{E_1, E_2, \ldots, E_n, \ldots \} \) existed, one at least of the sets \( E_n \) would, by Baire's Theorem (Chap. II, §9), be everywhere dense in an interval \( I \subset J_0 \). This is plainly impossible since the function \( F \), monotone by hypothesis, is uniformly continuous on each set \( E_n \) and has points of discontinuity in the interior of \( I \).

(ii) Let us now consider an example of a continuous function \( F(x) \), increasing on the interval \( J_0=(0,1] \), and which has its lower right-hand derivative zero at every point of a set \( E \), without being ACG on \( E \).

For this purpose, let us agree to call, for brevity, function attached to an interval \( I=[a, b] \), any function \( H(x) \), which is continuous and non-decreasing on \( I \), and which fulfills the conditions:

(a) \( H(x) \) is constant on each of the intervals \( I_k \) of a sequence \( \{I_k\} \) of non-overlapping sub-intervals of \( I \) such that \( |I| = \sum_k |I_k| \); the length of any sub-interval of \( I \) on which \( H(x) \) is constant does not exceed \( |I|/2 \);

(b) \( H(x) \) is continuously constant at \( a \) and \( H(b)=H(x)<b-x \) for every \( x \in I \).

Such a function is easily obtained, by slightly modifying the construction of the function \( f(x) \), considered in Chap. III, §13, p. 101.

This being so, we shall define by induction a sequence \( \{F_n(x)\} \) of functions attached to the interval \( J_0 \), beginning with an arbitrary function \( F_1(x) \) attached to this interval. Given the function \( F_n \) attached to \( J_0 \), let \( \{I_k^{(n)}=[a_k^{(n)}, b_k^{(n)}]\} \) be a sequence of the intervals of constancy of \( F_n \) in the interval \( J_0 \). (By an interval of constancy of a function in \( J_0 \) we mean here any interval \( I \subset J_0 \) such that the function is constant on \( I \) without being constant on any sub-interval of \( J_0 \) which contains \( I \) and is distinct from \( I \).) For each \( k=1,2,\ldots \), we determine a function \( H_k^{(n)}(x) \) attached to the interval \( I_k^{(n)} \), and we write

\[
F_{n+1}(x) = \sum_i (H_i^{(n)}(b_i^{(n)}) - H_i^{(n)}(a_i^{(n)})) \quad \text{for} \quad x \in J_0 - \sum_k I_k^{(n)}
\]

\[
H_k^{(n)}(x) - H_k^{(n)}(a_k^{(n)}) + \sum_i (H_i^{(n)}(b_i^{(n)}) - H_i^{(n)}(a_i^{(n)})) \quad \text{for} \quad x \in I_k^{(n)}, \quad k=1,2,\ldots
\]

The sum \( \sum_i (H_i^{(n)}(b_i^{(n)}) - H_i^{(n)}(a_i^{(n)})) \) being extended over all the values \( i \) such that \( b_i^{(n)} < x \).

The sequence \( \{F_n(x)\} \) being thus defined, let

\[
(9.11) \quad F(x) = \sum_n F_n(x) / 2^n.
\]

The function \( F(x) \) is clearly continuous, increasing, and singular on \( J_0 \).

Consider the set \( E = \bigsqcup_n (I_k^{(n)})^c \), and let \( x_0 \) be any point of \( E \). Then there exists a sequence \( \{I_k^{(n)}\}_{n=1,2,\ldots} \) of intervals each of which contains \( x_0 \) in its interior. Plainly, for each positive integer \( n \), \( F_j^{(k)}(b_k^{(n)}) - F_j^{(k)}(x_0) = 0 \) if \( i < n \), and \( F_j^{(k)}(b_k^{(n)}) - F_j^{(k)}(x_0) < b_k^{(n)} - x_0 \) if \( j > n \). Hence, by (9.11), \( F(b_k^{(n)}) - F(x_0) < (b_k^{(n)} - x_0) / 2^n \) for each \( n \), and therefore \( E^+(x_0) = 0 \).

Nevertheless, the function \( F \) is not ACG on \( E \). To see this, suppose, if possible, that \( E \) is the sum of a sequence of sets \( E_n \) on each of which the function \( F \) is AC. Since the set \( J_0 - E \) is the sum of a sequence of non-dense closed sets, one at least of the sets \( E_n \) is everywhere dense in a sub-interval \( I \) of \( J_0 \), and, since the function \( F \) is absolutely continuous on each \( E_n \), this function would
§ 10. A theorem of Denjoy-Khintchine on approximate derivates. The considerations of the preceding § will now be completed by a theorem which establishes, for the extreme approximate derivates, relations similar to those which hold for Dini derivates (cf. § 4). This theorem was proved independently by A. Denjoy [6, p. 209] and by A. Khintchine [4; 5, p. 212] (cf. also J. C. Burkill and U. S. Haslam-Jones [1; 3]).

(10.1) Theorem. If a finite function $F$ is measurable on a set $E$ and if, to each point $x$ of $E$, there corresponds a measurable set $Q(x)$ such that (i) the lower unilateral density of $Q(x)$ at $x$ is positive on at least one side of the point $x$ and (ii) $\bar{F}_{Q(x)}(x) < +\infty$ or $\underline{F}_{Q(x)}(x) > -\infty$, then the function $F$ is approximately derivable at almost all the points of $E$.

Consequently, if a finite function $F$ is measurable on a set $E$, then at almost every point of $E$ either the function $F$ is approximately derivable, or else $\bar{F}_{ap}(x) = \underline{F}_{ap}(x) = +\infty$ and $\bar{F}_{ap}(x) = \underline{F}_{ap}(x) = -\infty$.

Proof. In view of Lusin’s Theorem (Chap. III, § 7), we may suppose that the set $E$ is closed and that the function $F$ is continuous on $E$. To fix the ideas, consider the set $A$ of the points $x \in E$ such that (i) the lower right-hand density of $Q(x)$ at $x$ is positive and (ii) $\bar{F}_{Q(x)}(x) < +\infty$. We shall show that the function $F$ is approximately derivable at almost all the points of $A$. By symmetry, this assertion will remain valid for each of the other three subsets of $E$, defined by a similar specification of the conditions (i) and (ii) of the theorem.

Let us denote by $P$ the set of the points of $A$ at which the function $F$ is not approximately derivable, and suppose, if possible, that $|P| > 0$. For each positive integer $n$, let $A_n$ be the set of the points $x$ of $E$ such that the inequality $0 < h < 1/n$ implies

$$|E[F(t) - F(x) < n \cdot (t - x); t \in E; x < t < x + h]| > h/n.$$  

(10.2)

The sets $A_n$ are closed. To see this, let us keep an index $n$ fixed for the moment, and let $\{x_i\}_{i=1,2,...}$ be a sequence of points of the set $A_n$ converging to a point $x_0$. Let $h < 1/n$ be a non-negative number, and, for brevity, let $E_i = E[F(t) - F(x_i) < n \cdot (t - x_i); t \in E; x_i < t < x_i + h]$ where $i = 0, 1, 2, ...$. We obtain $|E_i| > h/n$ for $i = 1, 2, ...$, and since, by continuity of $F$ on $E$, we have $E_0 \supset \limsup i E_i$, it follows (cf. Chap. I, Theorem 9.1) that $|E_0| > h/n$, which shows that $x_0 \in A_n$, i.e. that $A_n$ is a closed set.
Let us now denote, for every pair of positive integers \( n \) and \( k \), by \( A_{n,k} \) the set of the points \( x \) of \( A_n \) such that the inequality \( 0 \leq h \leq 1/k \) implies

\[
|E[t \in A_n; x - h \leq t \leq x]| \geq (1 - \frac{1}{k} n^{-1})h.
\]

We observe easily that the sets \( A_n \) and therefore the sets \( A_{n,k} \) also, cover the set \( A \) almost entirely. Hence, there exists a pair of positive integers \( n_0 \) and \( k_0 \) such that \( |A_{n_0,k_0} \cdot P| > 0 \). Let \( R \) denote a portion of the set \( A_{n_0,k_0} \cdot P \) such that

\[
|R| > 0, \quad (10.5) \quad \delta(R) < 1/n_0 \quad \text{and} \quad (10.6) \quad \delta(R) < 1/k_0.
\]

Writing \( G(x) = F(x) - (n_0 + 1) \cdot x \), we shall show that the function \( G \) is monotone non-increasing on \( R \). Suppose therefore, if possible, that there exist two points \( a \) and \( b \) in \( R \), where \( a < b \), such that

\[
(10.7) \quad G(a) < G(b).
\]

Let \( J = [a, b] \). Since the set \( A_{n_0} \) is closed and the function \( G \) continuous on \( A_{n_0} \), the function \( G \) attains, at a point \( c \) of the set \( A_{n_0} \cdot J \), the lower bound of its values on this set. In virtue of (10.7) we have \( c < b \). Since \( c \in A_{n_0} \), and since, by (10.5), \( 0 \leq b - c \leq 1/n_0 \), we may put \( n = n_0 \), \( x = c \) and \( h = b - c \) in the relation (10.2). We thus obtain

\[
(10.8) \quad |E[t \in A_{n_0}; c \leq t \leq b]| \geq (b - c)/n_0.
\]

Again, since \( b \in R \cap A_{n_0,k_0} \) and since, by (10.6), \( 0 \leq b - c \leq 1/k_0 \), we may put \( n = n_0 \), \( x = b \) and \( h = b - c \) in (10.3). This gives

\[
(10.9) \quad |E[t \in A_{n_0}; c \leq t \leq b]| \geq (1 - \frac{1}{k_0} n^{-1}) (b - c).
\]

Now the sets which occur in the relations (10.8) and (10.9) are both measurable; it therefore follows from these relations that there exist, in the open interval \((c,b)\), points \( t \in A_{n_0} \) for which \( G(t) - G(c) \leq -(t - c) < 0 \). This is plainly impossible, since the function \( G \) attains its minimum on the set \( A_{n_0} \cdot J \) at the point \( c \).

The function \( G \) is thus monotone on the set \( R \), and since it is, moreover, measurable (indeed continuous) on the closed set \( E \cap R \), it follows that \( G \) is approximately derivable at almost all the points of \( R \). On the other hand, however, since \( R \cap P \) the function \( F \) is approximately derivable at no point of \( R \), and, in view of (10.4), we arrive at a contradiction. This completes the proof.
§ 11. Approximate partial derivatives of functions of two variables.

By a slight modification of the proof, we may extend Theorem 10.1, in a certain way, to functions which need not be measurable. Let us agree to understand by approximate derivability of a finite function $F$ at a point $x_0$, the existence of a set for which $x_0$ is a point of outer density and with respect to which the function $F$ is derivable (if the function $F$ is measurable, this notion of approximate derivability clearly agrees with the definition of Chap. VII, § 3). When approximate derivability is interpreted thus in the statement of Theorem 10.1, this theorem remains valid without the hypothesis that the function $F$ be measurable on the set $E$ (although the hypothesis concerning the measurability of the sets $Q(x)$ remains essential).

From Theorem 10.1, we may deduce the following proposition: If, for a finite function $F$, we can make correspond to each point $x$ of a set $E$, a measurable set $Q(x)$ whose lower right-hand density at $x$ is positive, and with respect to which the function has an infinite derivative at $x$, then the set $E$ is of measure zero. This theorem is similar to Theorem 4.4, but only partially generalizes the latter. It is not actually possible to replace, in Theorem 4.4, the ordinary, by the approximate, limit, without also removing the modulus sign in the expression $|F(x+h)-F(x)|$. This rather unexpected fact was brought to light by V. Jarník [2], who showed that there exist continuous functions $F$ for which the relation $\lim_{h \to 0} |F(x+h)-F(x)|/h = +\infty$ holds at almost all points $x$.

Finally, let us note that Theorem 10.1 is frequently stated in the following form:

If a finite function $F$ is measurable on a set $E$, then at almost every point $x$ of $E$ either (i) the function $F$ is approximately derivable, or else (ii) there exists a measurable set $R(x)$ whose right-hand and left-hand upper densities are both equal to 1 at $x$, and with respect to which the two upper unilateral derivatives of $F$ at $x$ are $+\infty$ and the two lower derivatives $-\infty$.

It has been shown by A. Khintchine [4] (cf. also V. Jarník [2]) that there exist continuous functions for which the case (ii) holds at almost every point $x$.

§ 11. Approximate partial derivatives of functions of two variables. The §§ which follow will be devoted to generalizations of the results of § 4 for functions of two real variables (their extension to any number of variables presents, as already said, no fresh difficulty). In this § we shall establish some subsidiary results.

Given a plane set $Q$ and a number $\eta$, we shall understand by the outer linear measure of $Q$ on the line $y = \eta$, the measure of the linear set $E[(t, \eta) \in Q]$. Similarly, we define the outer linear measure of $Q$ on a line $x = \xi$, where $\xi$ is any number. It follows from Fubini’s Theorem in the form (8.6), Chap. III, that if $Q$ is a measurable set whose linear measure on almost all the lines $y = \eta$ (i.e. on the lines $y = \eta$ for almost all values of $\eta$) is zero, then the set $Q$ is of plane measure zero.
A point \((x_0, y_0)\) will be termed \textit{point of linear density} of a plane set \(Q\) \textit{in the direction of the \(x\)-axis}, if \(x_0\) is a point of density of the linear set \(E[(t, y) \in Q]\). We define similarly the \textit{points of linear density} of \(Q\) \textit{in the direction of the \(y\)-axis}.

(11.1) \textbf{Theorem.} Almost all points of any measurable plane set \(Q\) are points of linear density for it both in the direction of the \(x\)-axis and in that of the \(y\)-axis.

Proof. We may clearly assume that the set \(Q\) is closed. Consider, to fix the ideas, the set \(D\) of the points of \(Q\) which are points of density of \(Q\) in the direction of the \(x\)-axis. Since the set \(Q - D\) is of linear measure zero on each line \(y = \eta\), the proof of the relation \(|Q - D| = 0\) reduces to showing that the set \(D\) is measurable.

In order to do this, we write, for each point \((x, y)\) and each pair of numbers \(a\) and \(b\),

\[
E(x, y; a, b) = E[(t, y) \in Q; a \leq t \leq b],
\]

and we denote, for each pair of positive integers \(n\) and \(k\), by \(Q_{n,k}\) the set of the points \((x, y)\) of \(Q\) such that the inequalities \(a < x < b\) and \(b - a \leq 1/k\) imply \(|E(x, y; a, b)| \geq (1 - n^{-1}) \cdot (b - a)\). Plainly \(D = \bigcap_{n,k} \sum Q_{n,k}\).

We now remark that all the sets \(Q_{n,k}\) are closed. To see this, we keep the indices \(n\) and \(k\) fixed for the moment, and consider an arbitrary sequence \(\{(x_i, y_i)\}_{i=1,2,...}\) of points of \(Q_{n,k}\) which converges to a point \((x_0, y_0)\). Let \(a\) and \(b\) denote real numbers such that \(a < x_0 < b\) and \(b - a \leq 1/k\). For every sufficiently large index \(i\), we then have \(a < x_i < b\), and so \(|E(x_i, y_i; a, b)| \geq (1 - n^{-1}) \cdot (b - a)\). Now it is easy to see that \(\limsup_{i} E(x_i, y_i; a, b) \subset E(x_0, y_0; a, b)\); it therefore follows from Theorem 9.1, Chap. I, that \(|E(x_0, y_0; a, b)| \geq (1 - n^{-1}) \cdot (b - a)\), and so, that \((x_0, y_0) \in Q_{n,k}\).

Since the sets \(Q_{n,k}\) are closed, \(D\) is a set \((\exists_{a,b})\) and this completes the proof.

If \(F\) is a finite function of two variables, the extreme approximate partial derivates of \(F(x, y)\) with respect to \(x\) will be denoted by \(F^+_{ap_x}, F^-_{ap_x}, F^+_{sp_x}\) and \(F^-_{sp_x}\). If these derivates are equal at a point \((x, y)\), their common value, i.e. the approximate partial derivative of \(F\) with respect to \(x\), will be denoted by \(F^+_{ap}(x, y)\). Analogous symbols will be used with respect to \(y\). For the partial Dini derivates, we shall retain the notation of Chap. V, namely \(F^+_{x}, F^-_{x}\), etc.
Theorem. If a finite function of two variables $F$ is measurable on a set $Q$, its extreme approximate partial derivates are themselves measurable on $Q$.

Proof. In view of Lusin's Theorem (Chap. III, § 7), we may suppose that the set $Q$ is closed and that the function $F$ is continuous on $Q$. Consider, to fix the ideas, the derivate $\overline{F}^+_{apx}$. Let $a$ be any finite number and let $P$ be the set of the points $(x,y)$ of $Q$ at which $\overline{F}^+_{apx}(x,y) \leq a$. We have to prove that the set $P$ is measurable.

For this purpose, let $D$ denote the set of the points of the set $Q$ which are its points of linear density in the direction of the $x$-axis. Further, for every point $(x,y)$ and every positive integer $n$, let $E_n(x,y)$ denote the set of the points $t$ such that

$$ t \geq x, \quad (t,y) \in Q \quad \text{and} \quad F(t,y) - F(x,y) \leq (a + n^{-1}) \cdot (t - x). $$

We easily observe (cf. Chap. VII, § 3) that, in order that $\overline{F}^+_{apx}(x_0,y_0) \leq a$ at a point $(x_0,y_0) \in D$, it is necessary and sufficient that the point $(x_0,y_0)$ be a point of right-hand density for every set $E_n(x_0,y_0)$, where $n = 1, 2, \ldots$. Hence, denoting for every system of three positive integers $n, k$ and $p$, by $Q_{n,k,p}$ the set of the points $(x,y)$ of $Q$ such that the inequality $0 \leq h \leq 1/p$ implies $|E_n(x,y) \cdot [x,x+h]| \geq (1-k^{-1}) \cdot h$, we have

$$ P \cdot D = \left[ \bigcap_n \bigcap_k \bigcup_p Q_{n,k,p} \right]. $$

Now the set $Q$ is closed and the function $F$ is continuous on $Q$, and by means of Theorem 9.1, Chap. I (cf. the proofs of Theorems 10.1 and 11.1) we easily prove that all the sets $Q_{n,k,p}$ are closed. Hence, by (11.3), the set $P \cdot D$ is measurable, and since, by Theorem 11.1, $|Q - D| = 0$, we see that the set $P$ is measurable also. This completes the proof.

It follows, in particular, from Theorem 11.2 that the extreme approximate derivates of any finite measurable function of one real variable are themselves measurable functions. We thus obtain a result analogous to Theorem 4.3, Chap. IV, which concerned the measurability of Dini derivates (cf. also Theorem 4.1, Chap. V, and the remark p. 171).
§ 12. Total and approximate differentials. A finite function of two real variables \( F \) is termed \textit{totally differentiable}, or simply \textit{differentiable}, at a point \((x_0, y_0)\) if there exist two finite numbers \( A \) and \( B \) such that the ratio

\[
(12.1) \quad \frac{F(x, y) - F(x_0, y_0) - A(x - x_0) - B(y - y_0)}{|x - x_0| + |y - y_0|}
\]

tends to zero as \((x, y) \to (x_0, y_0)\). The pair of numbers \((A, B)\) is then termed \textit{total differential} of the function \( F \) at the point \((x_0, y_0)\) and we see at once that \( A \) and \( B \) are the partial derivatives of \( F \) at \((x_0, y_0)\) with respect to \( x \) and to \( y \) respectively.

If, for a finite function of two variables \( F \) and for a point \((x_0, y_0)\), there exist two finite numbers \( A \) and \( B \) such that the ratio (12.1) tends approximately to 0 as \((x, y) \to (x_0, y_0)\), the function \( F \) is termed \textit{approximately differentiable} at \((x_0, y_0)\) and the pair of numbers \((A, B)\) is called \textit{approximate differential} of \( F \) at \((x_0, y_0)\). The numbers \( A \) and \( B \) will be called \textit{coefficients} of this differential.

We see at once that no function can have at a given point more than one differential, whether total or approximate.

The existence of a total differential of a function \( F(x, y) \) at a point may be interpreted as the existence of a plane, tangent at this point to the surface \( z = F(x, y) \) and non-perpendicular to the \( xy \)-plane. In this way the notion of total differentiability of functions of two variables corresponds exactly to the similar notion of derivability of functions of one variable. Nevertheless, whereas every function of bounded variation of one variable is almost everywhere derivable, a function of bounded variation (in the Tonelli sense), and even an absolutely continuous function, of two variables may be nowhere totally differentiable (cf. W. Stepanoff [3, p. 515]).

The coefficients of an approximate differential of a function at a point are not, in general, approximate partial derivatives of this function. Nevertheless they coincide with the latter almost everywhere, as results from the following theorem:

(12.2) \textbf{Theorem.} In order that a finite function of two variables \( F \), which is measurable on a set \( Q \), be approximately differentiable at almost all the points of this set, it is necessary and sufficient that \( F \) be, almost everywhere in \( Q \), approximately derivable with respect to each variable.

When this is the case, the approximate partial derivatives \( F_{x\,ap}(x, y) \) and \( F_{y\,ap}(x, y) \) are, at almost all the points \((x, y)\) of \( Q \), the coefficients of the approximate differential of \( F \).
Proof. 1° Suppose that the function $F$ is approximately differentiable at almost all the points of $Q$. We denote, for each positive integer $n$, by $R_n$ the set of the points $(\xi, \eta)$ of $Q$ such that, for every square $J$ containing $(\xi, \eta)$, we have

$$\left| E(\left| F(x,y) - F(\xi, \eta) \right| \leq n \cdot \delta(J); (x,y) \in J \right| \geq 3 \cdot |J|/4$$

whenever $\delta(J) \leq 2/n$. Writing $R=\sum_n R_n$, we clearly have $|Q - R|=0$.

Let us now denote, for a general plane set $F$ and any number $\eta$, by $E^{[n]}$ the linear set of the points $x$ such that $(x, \eta) \in E$. Keeping fixed, for the moment, a positive integer $n_0$ and a real number $\eta_0$, we consider any two points $x_1$ and $x_2$ of $E^{[n_0]}$ for which $0 \leq x_2 - x_1 \leq 1/n_0$, and we denote by $J_0$ the square $[x_1, x_2; \eta_0, \eta_0 + x_2 - x_1]$. We then have $\delta(J_0) \leq 2/n_0$, and so, putting $n=n_0$, $J=J_0$, $\eta=\eta_0$ in (12.3), and choosing $x=x_1$ and $x=x_2$ successively, we see at once that the square $J_0$ contains points $(x,y)$ for which we have at the same time

$$|F(x_1, \eta_0) - F(x,y)| \leq n_0 \cdot \delta(J_0) \leq 2n_0 \cdot (x_2 - x_1)$$

and

$$|F(x_2, \eta_0) - F(x,y)| \leq n_0 \cdot \delta(J_0) \leq 2n_0 \cdot (x_2 - x_1).$$

Hence $|F(x_2, \eta_0) - F(x_1, \eta_0)| \leq 4n_0 \cdot |x_2 - x_1|$, which shows that, for any fixed $\eta$, $F(x, \eta)$, as a function of $x$, is AC on each set $E^{[n]}$, and so VBG on the whole set $R^{[n]}$ (cf. Chap. VII, § 5). Now $R$ is (with $Q$) a plane measurable set, so that the linear set $R^{[n]}$ is measurable for almost every $\eta$. Hence (cf. Theorem 4.3, Chap. VII) for almost all $\eta$, the function $F(x, \eta)$ is approximately derivable with respect to $x$ at almost all the points of $R^{[n]}$. Since further, by Theorem 11.2, the set of the points of $R$ at which the function $F$ is approximately derivable with respect to one variable, is measurable, it follows at once that the function $F$ is approximately derivable with respect to $x$ at almost all the points of $R$, and so, at the same time, at almost all the points of $Q$. Similarly, we establish the corresponding result concerning approximate derivability of $F$ with respect to $y$.

2° Suppose that the function $F$ is approximately derivable, at almost all the points of $Q$, with respect to $x$ and with respect to $y$. We shall show that the function $F$ then has, at almost all the points of $Q$, an approximate differential with coefficients $F'_x(x,y)$ and $F'_y(x,y)$. On account of Theorem 11.2 and of Lusin's Theorem (Chap. III, § 7), we may suppose that
(a) the set $Q$ is bounded and closed, (b) the function $F$ is approximately derivable with respect to each variable at all the points of $Q$, and (c) the function $F$, and both its approximate partial derivatives, are continuous on $Q$.

This being so, we write, for each point $(\xi, \eta)$ of $Q$ and each point $(x,y)$ of the plane,

$$D(\xi, \eta; x,y) = |F(x,y) - F(\xi, \eta) - (x-\xi) \cdot F'_{apx}(\xi, \eta) - (y-\eta) \cdot F'_{apy}(\xi, \eta)|,$$

$$D_1(\xi, \eta; x) = |F(x, \eta) - F(\xi, \eta) - (x-\xi) \cdot F'_{apx}(\xi, \eta)|,$$

$$D_2(\xi, \eta; y) = |F(\xi, y) - F(\xi, \eta) - (y-\eta) \cdot F'_{apy}(\xi, \eta)|.$$

Let $\varepsilon$ and $\tau$ be any positive numbers. We shall begin by defining a positive number $\sigma$ and a closed subset $A$ of $Q$ such that $|Q - A| < \varepsilon$ and such that, for any point $(\xi, \eta)$,

$$|E[D_1(\xi, \eta; x) |x - \xi|; (x, \eta) \in Q; a \leq x \leq b] | \geq (1 - \varepsilon) \cdot (b - a)$$

whenever $(\xi, \eta) \in A$, $a \leq \xi \leq b$ and $b - a < \sigma$.

For this purpose, let us denote, for each positive integer $n$, by $A_n$ the set of the points $(\xi, \eta)$ of $Q$ such that the inequality in the first line of (i) is fulfilled whenever $a < \xi < b$ and $b - a < 1/n$. Since the set $Q$ is closed and since the function $F$ and its derivatives $F'_{apx}$ and $F'_{apy}$ are continuous on $Q$, it is easily seen that all the sets $A_n$ are closed. On the other hand, the sets $A_n$ form an ascending sequence and we immediately see that the set $Q - \lim_n A_n$ is of measure zero on each line $y = \eta$. Hence, this set being measurable, we have $|Q - \lim_n A_n| = 0$. Consequently $|Q - A| < \varepsilon$ for a sufficiently large index $n_0$, and writing $\sigma = 1/n_0$ and $A = A_{n_0}$ we find that the inequality $|Q - A| < \varepsilon$ and the condition (i) are both satisfied.

In exactly the same way, but replacing the set $Q$ by $A$ and interchanging the role of the coordinates $x$ and $y$, we determine now a positive number $\sigma_1 < \sigma$ and a closed subset $B$ of $A$ such that $|A - B| < \varepsilon$ and that for any point $(\xi, \eta)$

$$|E[D_2(\xi, \eta; y) |y - \eta|; (\xi, \eta) \in A; a \leq y \leq b] | \geq (1 - \varepsilon) \cdot (b - a)$$

whenever $(\xi, \eta) \in B$, $a \leq \eta \leq b$ and $b - a < \sigma_1$.

Finally, let $\sigma_2 < \sigma_1$ be a positive number such that

$$|F'_{apx}(x_2, y) - F'_{apx}(x_1, y)| < \tau$$

for any pair of points $(x_1, y)$ and $(x_2, y)$ of $Q$ subject to the conditions $|x_2 - x_1| < \sigma_2$ and $|y_2 - y_1| < \sigma_2$. 


This being so, let \((\xi_0, \eta_0)\) be any point of \(B\). Let \(J = [\alpha_1, \beta_1; \alpha_2, \beta_2]\) denote any interval such that \((\xi_0, \eta_0) \in J\) and \(\delta(J) < \sigma_2 < \sigma_1 < \sigma\). We write:

\[
E_2 = E\left[D_2(\xi_0, \eta_0; y) \leq \tau \cdot |y - \eta_0|; (\xi_0, y) \in A; \alpha_2 \leq y \leq \beta_2\right],
\]

and, for each \(y\),

\[
E_1(y) = E\left[D_1(\xi_0, y; x) \leq \tau \cdot |x - \xi_0|; (x, y) \in Q; \alpha_1 \leq x \leq \beta_1\right].
\]

Then any point \((x, y)\) such that \(y \in E_2\) and \(x \in E_1(y)\) belongs to the set \(Q \cdot J\) and, for such a point, we have

\[
D(\xi_0, \eta_0; x, y) \leq D_1(\xi_0, y; x) + D_2(\xi_0, \eta_0; y) + |x - \xi_0| \cdot |F'_{x \eta}(\xi_0, y) - F'_{x \eta}(\xi_0, y_0)| \leq 2\tau \cdot [|x - \xi_0| + |y - \eta_0|].
\]

On the other hand, it follows at once from (ii) and (i) respectively, that \(|E_2| \geq (1 - \epsilon) \cdot (\beta_2 - \alpha_2)\), and \(|E_1(y)| \geq (1 - \epsilon) \cdot (\beta_1 - \alpha_1)\) whenever \(y \in E_2\). Hence, \(D(\xi_0, \eta_0; x, y)\) being a measurable (indeed continuous) function of the point \((x, y)\) on \(Q \cdot J\), it follows that the set of the points \((x, y) \in Q \cdot J\) such that \(D(\xi_0, \eta_0; x, y) \leq 2\tau \cdot [|x - \xi_0| + |y - \eta_0|]\) is of measure at least equal to \((1 - \epsilon)^2 (\beta_1 - \alpha_1) (\beta_2 - \alpha_2) = (1 - \epsilon)^2 |J|\).

The point \((\xi_0, \eta_0)\) here denotes any point of the set \(B\), and \(J\) any interval, containing \((\xi_0, \eta_0)\), whose diameter is sufficiently small. Therefore, since \(|Q - B| \leq |Q - A| + |A - B| \leq 2\epsilon\), where \(\epsilon\) is at our disposal, we see that, for every positive number \(\tau\), almost every point \((\xi, \eta)\) of \(Q\) is a point of density for the set of the points \((x, y)\) of \(Q\) which fulfil the inequality \(D(\xi, \eta; x, y)/[|x - \xi| + |y - \eta|] \leq 2\tau\); and in view of (12.4), this completes the proof.

We notice a similarity between the preceding proof and that of the "Density Theorem" (Chap. IV, § 10). Actually the result just established constitutes a direct generalization of the Density Theorem. To see this, we need only interpret, in the statement of Theorem 12.2, the function \(F\) as the characteristic function of the set \(Q\) (cf. the first edition of this book, p. 231).

The notion of approximate differential, together with Theorem 12.2, are due to W. Stepanoff [3]. There is, however, a slight difference between the definition adopted here and that of Stepanoff, so that, in its original form, as proved by Stepanoff, Theorem 12.2 generalizes Theorem 6.1, Chap. IV, rather than the Density Theorem of § 10, Chap. IV.

We conclude this § by mentioning the following theorem, which, in view of Theorems 9.9 and 11.2, is an immediate consequence of Theorem 12.2:
(12.5) **Theorem.** Suppose that a finite function of two variables $F$ which is measurable on a set $Q$, has at each point of $Q$ at least one finite Dini derivative with respect to $x$ and at least one finite Dini derivative with respect to $y$.

Then the function $F$ is approximately differentiable at almost every point of $Q$.

§ 13. **Fundamental theorems on the contingent of a set in space.** Following F. Roger [2], we shall now extend to sets in the space $\mathbb{R}^3$, the results obtained in § 3. The proofs will be largely a repetition of those of § 3 with the obvious verbal changes. We shall therefore present them in a slightly more condensed form.

Generalizing the definitions of § 3, p. 264, to functions of two variables, we shall say that a function $F(x,y)$ fulfills the Lipschitz condition on a plane set $E$, if there exists a finite constant $N$ such that $|F(x_2, y_2) - F(x_1, y_1)| \leq N \cdot (|x_2 - x_1| + |y_2 - y_1|)$ for every two points $(x_1, y_1)$ and $(x_2, y_2)$ of $E$. We verify at once that the graph of the function $F$ on $E$ is then of finite area whenever $|E| < +\infty$, and of area zero whenever, in particular, $|E| = 0$ (cf. Chap. II, § 8; more precisely, we have, for every set $E$, $\Lambda_2\{B(F; E)\} \leq 4 \cdot (1 + N^2) \cdot |E|$).

In the sequel we shall make use of the following notation for limits relative to a set. If $E$ is a set (in any space) and $t_0$ is a point of accumulation for $E$, the lower and upper limits of a function $F(t)$ as $t$ tends to $t_0$ on $E$ will be written $\liminf_{t \to t_0} F(t)$ and $\limsup_{t \to t_0} F(t)$ respectively. Their common value, when they are equal, will be written $\lim_{t \to t_0} F(t)$.

(13.1) **Lemma.** Let $R$ be a set in the space $\mathbb{R}^3$, $\theta$ a fixed direction in this space and $P$ the set of the points $a$ of $R$ at which $\text{contg}_a$ contains no half-line of direction $\theta$. Then (i) the set $P$ is the sum of a sequence of sets of finite area and (ii) at each point $a$ of $P$, except at most at those of a subset of area zero, the set $R$ has an extreme tangent plane, for which the side containing the half-line $a\theta$ is its empty side.

In the particular case in which $\theta$ is the direction of the positive semi-axis of $z$, the set $P$ is expressible as the sum of an enumerable infinity of sets each of which is the graph of a function on a plane set on which the function fulfills the Lipschitz condition.
Proof. We may clearly suppose (in the first part of the theorem also) that \( \theta \) is the direction of the positive semi-axis of \( z \). We denote, for every positive integer \( n \), by \( P_n \) the set of the points \((x, y, z)\) of \( P \) such that the inequalities \( |x' - x| \leq 1/n \), \( |y' - y| \leq 1/n \) and \( |z' - z| \leq 1/n \) imply \( z' - z \leq n \cdot [|x' - x| + |y' - y|] \) for every point \((x', y', z')\) of \( R \). We express, further, each \( P_n \) as the sum of a sequence \( \{P_n\}_{k=1}^{\infty} \) of sets with diameters less than \( 1/n \). For every pair of points \((x_1, y_1, z_1)\) and \((x_2, y_2, z_2)\) of the same set \( P_{n,k} \), we thus have \( |z_2 - z_1| \leq n \cdot [|x_2 - x_1| + |y_2 - y_1|] \), and if we denote by \( Q_{n,k} \) the orthogonal projection of \( P_{n,k} \) on the \( xy \)-plane, we easily see that the set \( P_{n,k} \) may be regarded as the graph of a function \( F_{n,k} \) on \( Q_{n,k} \). Plainly \( |F_{n,k}(x_2, y_2) - F_{n,k}(x_1, y_1)| \leq n \cdot [|x_2 - x_1| + |y_2 - y_1|] \) for every two points \((x_1, y_1)\) and \((x_2, y_2)\) of \( Q_{n,k} \). Thus \( F_{n,k} \) fulfills the Lipschitz condition on \( Q_{n,k} \) and hence (cf. p. 304) \( A_2(P_{n,k}) = A_2(B(F_{n,k}; Q_{n,k})) = +\infty \). Thus \( P = \sum_{n,k} P_{n,k} \) is the required expression of the set \( P \).

It remains to discuss the existence of an extreme tangent plane to \( R \) at the points of \( P \). For a fixed pair of positive integers \( n \) and \( k \), the function \( F_{n,k} \), which fulfills the Lipschitz condition on the set \( Q_{n,k} \), can be continued at once, by continuity, on to the closure \( \bar{Q}_{n,k} \) of this set, and then on to the whole plane by writing \( F_{n,k}(x, y) = 0 \) outside \( \bar{Q}_{n,k} \). On account of Theorem 12.2, the function \( F_{n,k} \) is approximately differentiable at almost all the points of \( \bar{Q}_{n,k} \). Hence, denoting by \( \bar{Q}_{n,k} \) the subset of \( Q_{n,k} \) consisting of the points of density of \( Q_{n,k} \) at which \( F_{n,k} \) is approximately differentiable, we see that \(|Q_{n,k} - \bar{Q}_{n,k}| = 0\) and hence, that \( A_2(B(F_{n,k}; Q_{n,k} - \bar{Q}_{n,k})) = 0\). We need, therefore, only show that \( R \) has an extreme tangent plane at each point of \( B(F_{n,k}; \bar{Q}_{n,k}) \), and that, further, the half-line with the direction of the positive semi-axis of \( z \) is contained in the empty side of this plane.

Let \((\xi_0, \eta_0, \zeta_0)\) be any point of \( B(F_{n,k}; \bar{Q}_{n,k}) \) and let \((1, 0, B_0)\) be the approximate differential of \( F_{n,k} \) at the point \((\xi_0, \eta_0)\). Let \( \epsilon < 1 \) be any positive number, and let \( E_{\epsilon} \) be the set of the points \((x, y)\) of \( Q_{n,k} \) such that:

\[
|F_{n,k}(x, y) - F_{n,k}(\xi_0, \eta_0)| - A_1(1, \cdot\cdot\cdot \xi_0, \cdot - B_0(1, y - \eta_0)| < \epsilon \cdot |x - \xi_0| \cdot |y - \eta_0|.
\]

Since the function \( F_{n,k} \) is measurable, \((\xi_0, \eta_0)\) is (cf. Chap. VII, § 3) a point of outer density for the set \( E_{\epsilon} \). Hence we can make correspond to each point \((\xi, \eta, \zeta)\), sufficiently near to \((\xi_0, \eta_0, \zeta_0)\), a point \((\xi', \eta')\) of \( E_{\epsilon} \), such that:
(13.2) \(|\xi - \xi_0| \leq |\xi - \xi_0|\) and \(|\eta - \eta_0| \leq |\eta - \eta_0|\).

(13.3) \(|\xi - \xi| \leq \varepsilon \cdot |\xi - \xi_0|\) and \(|\eta - \eta| \leq \varepsilon \cdot |\eta - \eta_0|\).

Remembering that \(\zeta_0 = F_{n,k}(\xi_0, \eta_0)\), we now write for brevity \(D_{n,k}(\xi', \eta') = F_{n,k}(\xi', \eta') - A_{n,k}(\xi' - \xi_0) - B_0(\eta' - \eta_0)\). We thus have

(13.4) \(\zeta - \zeta_0 - A_{n,k}(\xi - \xi_0) - B_0(\eta - \eta_0) = D_{n,k}(\xi', \eta') + [\xi - F_{n,k}(\xi', \eta')] + [A_{n,k}(\xi' - \xi) + B_0(\eta' - \eta)].\)

This being so, let \((\xi', \eta', \zeta)\) be a point of \(R\) such that each of the differences \(|\xi - \xi_0|, |\eta - \eta_0|\) and \(|\zeta - \zeta_0|\) is less than, or equal to, \(1/4n^2\). Then by (13.3), we have \(|\xi' - \xi| \leq 1/n\) and \(|\eta' - \eta| \leq 1/n\), while, by (13.2), \(|F_{n,k}(\xi', \eta') - \zeta_0| \leq n \cdot |\xi' - \xi_0| + |\eta - \eta_0| \leq 1/2n\), and so \(|F_{n,k}(\xi', \eta') - \zeta| \leq 1/n\). Since the point \((\xi', \eta', F_{n,k}(\xi', \eta'))\) belongs to \(B(F; E_n) \subset E_n\), it follows that \(\zeta - F_{n,k}(\xi', \eta') \leq n \cdot |\xi' - \xi_0| + |\eta - \eta_0|\), and, again making use of (13.3), we deduce from (13.4) that

(13.5) \(|\zeta - \zeta_0 - A_{n,k}(\xi - \xi_0) - B_0(\eta - \eta_0)| \leq |D_{n,k}(\xi', \eta')| + (n + |A_{n,k}|) \cdot |\xi' - \xi| + (n + |B_0|) \cdot |\eta' - \eta| \leq |D_{n,k}(\xi', \eta')| + \varepsilon \cdot (|A_{n,k}| + |B_0| + n) \cdot |\xi - \xi_0| + |\eta - \eta_0|.|\)

We now observe that, since \((\xi', \eta', \zeta) \in E_\varepsilon\), (13.2) implies

\[|D_{n,k}(\xi', \eta')|(|\xi - \xi_0| + |\eta - \eta_0|) \leq |D_{n,k}(\xi', \eta')|(|\xi' - \xi_0| + |\eta' - \eta_0|) \leq \varepsilon.\]

Hence, \(\varepsilon\) being an arbitrary positive number, we derive from (13.5)

(13.6) \(\lim \sup_{\eta, \zeta} [\zeta - \zeta_0 - A_{n,k}(\xi - \xi_0) - B_0(\eta - \eta_0)]/(|\xi - \xi_0| + |\eta - \eta_0|) \leq 0.\)

Moreover, since \((A_{n,k}, B_0)\) is the approximate differential of the function \(F_{n,k}\) at \((\xi_0, \eta_0)\) and since the point \((\xi_0, \eta_0)\) is a point of outer density for the set \(Q_{n,k}\), the plane \(z - \zeta_0 - A_{n,k}(x - \xi_0) - B_0(y - \eta_0) = 0\) is certainly an intermediate tangent plane (cf. § 2, p. 263) of \(R\) at the point \((\xi_0, \eta_0, \zeta_0)\). It is therefore, by (13.6), an extreme tangent plane at this point, with an empty side consisting of the half-space \(z - \zeta_0 \geq A_{n,k}(x - \xi_0) + B_0(y - \eta_0)\). This completes the proof.

We shall employ in space a terminology similar to that of the plane (cf. § 3, p. 264) and agree to say that the contingent of a set \(E \subset R_n\) at a point \(a\) of \(E\) is the whole space if it includes all the half-lines issuing from the point \(a\); and again, that the contingent of \(E\) at a point \(a\) of \(E\) is a half-space, if \(E\) has an extreme tangent plane at \(a\) and if \(\operatorname{contg}_a E\) consists of all the half-lines issuing from \(a\) which are situated on one side of this plane. We make use of these terms to state the analogue of Theorem 3.6:
13.7 Theorem. Given a set \( R \) in \( \mathbb{R}^3 \), let \( P \) be a subset of \( R \) at no point of which the contingent of \( R \) is the whole space. Then (i) the set \( P \) is the sum of an enumerable infinity of sets of finite area and (ii) at every point of \( P \), except at those of a set of area zero, either the set \( R \) has a unique tangent plane, or else the contingent of \( R \) is a half-space.

The proof of this statement, which follows directly from Lemma 13.1, is quite similar to that of Theorem 3.6. We need only replace, in the proof of the latter, the terms length, tangent and half-plane by area, tangent plane and half-space, respectively.

It only remains to extend to space, Theorem 3.7. This extension, in the form (13.11) in which we shall establish it, is essentially little more than an immediate, and almost trivial, consequence of Theorem 3.7. Its proof requires however some subsidiary considerations of the measurability of certain sets.

13.8 Lemma. If \( Q \) is a set \((\mathbb{F}_o)\) in \( \mathbb{R}^3 \), its orthogonal projection on the \( xy \)-plane is a measurable set.

Proof. Let us denote generally, for every set \( E \) situated in \( \mathbb{R}^3 \), by \( I'(E) \) its projection on the \( xy \)-plane. In order to establish the measurability of the set \( I(Q) \), it will suffice to show that for each \( \epsilon > 0 \) there exists a closed set \( P \subset I(Q) \) such that \( |P| \geq |I(Q)| - \epsilon \).

We express \( Q \) as the product of a sequence \( \{Q_n\}_{n=1,2,...} \) of sets \((\mathbb{F}_o)\). It may clearly be assumed that the set \( Q \) is bounded and that, moreover, all the sets \( Q_n \) are situated in a fixed closed sphere \( S_0 \).

We shall define in \( \mathbb{R}^3 \), by induction, a sequence \( \{F_n\}_{n=0,1,...} \) of closed sets subject to the following conditions for \( n=1,2,... \): (i) \( F_n \subset F_{n-1} \), (ii) \( F_n \subset Q_n \) and (iii) \( |I(F_n \cdot Q)| \geq |I(F_{n-1} \cdot Q)| - \epsilon/2^n \).

For this purpose, we choose \( F_0 = S_0 \) and we suppose that the next \( r-1 \) sets \( F_n \) have been defined. We have \( Q \subset Q_r \), and so \( F_{r-1} \cdot Q = F_{r-1} \cdot Q_r \), and since \( F_{r-1} \cdot Q_r \) is, with \( Q_r \), a set \((\mathbb{F}_o)\), there exists a closed set \( F_r \subset F_{r-1} \cdot Q_r \) such that \( |I(F_r \cdot Q)| \geq |I(F_{r-1} \cdot Q)| - \epsilon/2^r \). This closed set \( F_r \) clearly fulfils (i), (ii) and (iii) for \( n=r \).

Now let \( F = \text{lim} F_n \). It follows from (ii) that \( F \subset Q \), and therefore that \( I(F) \subset I(Q) \). Further, \( I(F) \) is a closed set, for, since \( \{F_n\} \) is a descending sequence of closed and bounded sets, we easily see that \( I(F) = \text{lim} I(F_n) \). Finally this last relation coupled with (iii) shows that \( |I(F)| \geq \text{lim} |I(F_n \cdot Q)| \geq |I(F_0 \cdot Q)| - \epsilon = |I(Q)| - \epsilon \), which completes the proof.
It would be easy to prove that the projection of a set \( (\mathcal{F}_{nq}) \) is the nucleus of a determining system formed of closed sets and thus to deduce Lemma 13.8 from Theorem 5.5, Chap. II. We have preferred, however, to give a direct elementary proof, based on a method due to N. Lusin [3]. The same argument shows that any continuous image of a set \( (\mathcal{F}_{nq}) \) is measurable.

It has been proved more generally (vide, for instance, W. Sierpiński [II, p. 149], or F. Hausdorff [II, p. 212]) that any continuous image of an analytic set (in particular, of a set measurable (\( \mathcal{B} \)) situated in \( R_3 \) is an analytic and, therefore, measurable set.

(13.9) **Lemma.** Given a set \( R \) in \( R_3 \), let \( Q \) be the set of the points \((\xi, \eta, \zeta)\) of \( R \) which fulfill the condition:

(\( \Delta \)) the part of the contingent of \( R \) at the point \((\xi, \eta, \zeta)\), which is situated in the plane \( x=\xi \), is wholly contained in one or other of the two half-spaces \( y\geq \eta \) and \( y\leq \eta \).

Then the orthogonal projection of the set \( Q \) on the \( xy \)-plane is of plane measure zero.

**Proof.** We may clearly suppose that the set \( R \) is closed (for the contingent of any set \( R \) coincides, at all points of \( R \), with that of the closure of \( R \)).

Let us denote generally, for any set \( E \) in \( R_3 \) and any number \( z \), by \( E^{[z]} \) the set \( E \setminus (y\in E) \). It follows from Theorem 3.6 that, for every \( z \), the plane set \( R^{[z]} \) has an extreme tangent, parallel to the \( z \)-axis at every point of \( Q^{[z]} \) except those of a set of length zero. Hence, by Theorem 3.7, the projection of \( Q \) on the \( xy \)-plane is of linear measure zero on each line \( x=\xi \) of this plane, and, in order to prove that this projection is of plane measure zero, we need only show that the latter is measurable.

Let us denote, for each pair of positive integers \( k \) and \( n \), by \( A_{k,n} \) the set of the points \((\xi, \eta, \zeta)\) of \( R \) such that the inequalities

(13.10) \(|x-\xi|+|y-\eta|+|z-\zeta|<1/n \) and \(|x-\xi|<(|y-\eta|+|z-\zeta|)/n \)

imply, for any point \((x,y,z)\in R \), the inequality \( y-\eta\leq(|x-\xi|+|z-\zeta|)/k \).

Similarly, we shall denote by \( B_{k,n} \) the set of the points \((\xi, \eta, \zeta)\) of \( R \) for which the inequalities (13.10) imply, for every point \((x,y,z)\) of \( R \), the inequality \( y-\eta\geq(|x-\xi|+|z-\zeta|)/k \). Writing

\[
A=\bigsqcup_{k,n} A_{k,n} \quad \text{and} \quad B=\bigsqcup_{k,n} B_{k,n},
\]

we find that \( Q=A+B \). On the other hand, since the set \( R \) is, by hypothesis, closed, we observe at once that each set \( A_{k,n} \), and likewise each set \( B_{k,n} \), is closed. The sets \( A \) and \( B \), and so the set \( Q \) also, are thus sets \( (\mathcal{F}_{nq}) \), and in view of Lemma 13.8, the projection of \( Q \) on the \( xy \)-plane is a measurable set.
(13.11) **Theorem.** Given a set \( R \) in \( \mathbb{R}^3 \), let \( P \) be a subset of \( R \) at every point of which the set \( R \) has an extreme tangent plane parallel to a fixed straight line \( D \). Then the orthogonal projection of \( P \) on the plane perpendicular to \( D \) is of plane measure zero.

**Proof.** We may clearly suppose that the straight line \( D \) is the \( z \)-axis. Let us denote by \( P_1 \) the set of the points of \( P \) at which the extreme tangent plane, parallel, by hypothesis, to the \( z \)-axis is not, however, parallel to the \( yz \)-plane. Similarly, \( P_2 \) will denote the set of the points of \( P \) at which the extreme tangent plane is not parallel to the \( xz \)-plane. We then have \( P = P_1 + P_2 \).

Now we observe at once that each point \((\xi, \eta, \zeta)\) of \( P_1 \) fulfils the condition (\( \Delta \)) of Lemma 13.9. It therefore follows from this lemma, that the projection of \( P_1 \) on the \( xy \)-plane is of plane measure zero.

By symmetry, the same is true of the projection of the set \( P_2 \). The proof is thus complete.

§ 14. **Extreme differentials.** Let \( F \) be a finite function of two real variables. A pair of finite numbers \( \{A, B\} \) will be called upper differential of \( F \) at a point \((x_0, y_0)\) if, when we write \( z_0 = F(x_0, y_0) \),

(i) the plane \( z-z_0 = A \cdot (x-x_0) + B \cdot (y-y_0) \) is an intermediate tangent plane of the graph of the function \( F \) at the point \((x_0, y_0, z_0)\) and

(ii) \[
\limsup_{(x, y) \to (x_0, y_0)} \frac{F(x, y) - F(x_0, y_0) - A \cdot (x-x_0) - B \cdot (y-y_0)}{|x-x_0| + |y-y_0|} = 0.
\]

These conditions may clearly be replaced by the following: (i\(_1\)) the plane \( z-z_0 = A \cdot (x-x_0) + B \cdot (y-y_0) \) is an extreme tangent plane of the graph of \( F \) at \((x_0, y_0, z_0)\) with the empty side \( z-z_0 \geq A \cdot (x-x_0) + B \cdot (y-y_0) \), and (ii\(_1\)) \[
\limsup_{(x, y) \to (x_0, y_0)} F(x, y) \leq F(x_0, y_0).
\]

The definition of lower differential is similar, and the two differentials, upper and lower, will be called extreme differentials.

If a function \( F \) has a total differential (cf. § 12, p. 300) at a point, this differential is both an upper and a lower differential of \( F \) at the point considered. Conversely, if a function \( F \) has at a point \((x_0, y_0)\) both an upper and a lower differential, these are identical and then reduce to a total differential of \( F \) at \((x_0, y_0)\).

For a finite function of one real variable \( F \), the existence of an upper differential at a point \( x_0 \) is to be interpreted to mean that \( \bar{F}^+(x_0) = F^+(x_0) = \infty \) (in which case the number \( \bar{F}^+(x_0) = F^+(x_0) \) may be regarded as the upper differential of \( F \) at \( x_0 \)). There is a similar interpretation for the lower differential of functions of one variable. This interpretation brings to light the relationship between the theorems of this § and those of § 4.
We propose to give an account of researches concerning the existence almost everywhere of total, approximate, or extreme differentials. These researches were begun by H. Rademacher [3], who established the first general sufficient condition in order that a continuous function be almost everywhere differentiable. W. Stepanoff [1; 3] later removed from Rademacher's reasoning certain superfluous hypotheses, and obtained a more complete result, valid for any measurable function: In order that a function \( F \) which is measurable on a set \( E \) should be differentiable almost everywhere in \( E \), it is necessary and sufficient that the relation

\[
\limsup_{(x,y) \to (\xi,\eta)} |F(x,y) - F(\xi,\eta)|/([|x-\xi| + |y-\eta|]) < +\infty
\]

hold at almost all the points \((\xi,\eta)\) of \( E \). (Certain details of Stepanoff's proof, particularly those concerning measurability of the Dini partial derivatives, have been subjected to criticism (cf. J. C. Burkill and U. S. Haslam-Jones [1,1].) U. S. Haslam-Jones [1] extended further the result of Stepanoff, and by introducing the notion of extreme differentials (which he called upper and lower derive planes), obtained theorems analogous to those of Denjoy for functions of one variable. The researches of Haslam-Jones have been continued and completed by A. J. Ward [1; 4] who, in particular, removed the hypothesis of measurability in certain of Haslam-Jones's theorems.

We shall derive the results of Haslam-Jones from the theorems of the preceding § (cf. F. Roger [3]; direct proofs will be found in the memoirs of Haslam-Jones and Ward referred to, and in the first edition of this book).

In what follows, we shall make use of some subsidiary conventions of notation. If \( F \) is a function of two real variables and \( t \) denotes a point \((x,y)\) of the plane \( R^2 \), we shall frequently write \( F(t) \) for \( F(x,y) \). If \( t_1 = (x_1, y_1) \) and \( t_2 = (x_2, y_2) \) are two points of the plane, \(|t_2-t_1|\) will denote the number \(|x_2-x_1| + |y_2-y_1|\).

Given in the plane two distinct half-lines issuing from a point \( t_0 \), each of the two closed regions into which these half-lines divide the plane will be called angle. The point \( t_0 \) will be termed vertex of each of these angles.

We shall begin by proving a theorem somewhat analogous to Theorem 1.1 (ii).

(14.1) **Theorem.** Let \( F \) be a finite function in the plane \( R^2 \) and let \( E \) be a plane set, each point \( \tau \) of which is the vertex of an angle \( A(\tau) \) such that \( \limsup_{t\to\tau} F(t) < \limsup_{t\to\tau} F(t) \). Then the set \( E \) is of plane measure zero.

**Proof.** Let us denote, for each pair of integers \( p \) and \( q \), by \( E_{p,q} \) the set of the points \( \tau \) of \( E \) at which \( \limsup_{t\to\tau} F(t) < p/q < \limsup_{t\to\tau} F(t) \). For fixed \( p \) and \( q \), we observe that no point \( \tau \in E_{p,q} \) is a point of accumulation for the part of the set \( E_{p,q} \) contained in the interior of the corresponding angle \( A(\tau) \). Hence, no point of the set \( E_{p,q} \) can be a point of outer density for this set. Each of the sets \( E_{p,q} \) is thus of plane measure zero, and the same is therefore true of the whole set \( E \).
As we easily see, in virtue of Theorem 3.6, each set $E_p,q$, and consequently the whole set $E$, is the sum of a sequence of sets of finite length (this of course, implies that $E$ is of plane measure zero). Cf. A. Kolmogoroff and J. Verčenko [1].

(14.2) **Theorem.** Let $F$ be a finite function in the plane. Then

(i) if $P$ is a plane set each point $\tau$ of which is the vertex of an angle $A(\tau)$ such that

$$\lim_{t \to \tau} A(\tau) |F(t) - F(\tau)| / |t - \tau| = +\infty,$$

the set $P$ is necessarily of plane measure zero;

(ii) if $Q$ is a plane set each point $\tau$ of which is the vertex of an angle $A_0(\tau)$ such that

$$\limsup_{t \to \tau} A_0(\tau) [F(t) - F(\tau)] / |t - \tau| < +\infty,$$

the function $F$ necessarily has an upper differential at almost all the points of $Q$;

(iii) if $R$ is a plane set each point $\tau$ of which is the vertex of two angles $A_1(\tau)$ and $A_2(\tau)$ such that

$$\limsup_{t \to \tau} A_1(\tau) [F(t) - F(\tau)] / |t - \tau| < +\infty$$

and

$$\liminf_{t \to \tau} A_2(\tau) [F(t) - F(\tau)] / |t - \tau| > -\infty,$$

the function $F$ is totally differentiable at almost all the points of $R$.

**Proof.** re (i). By Theorem 13.7 the set $B(F;P)$ has, at each of its points except those of a subset of area zero, an extreme tangent plane. The latter is seen to be necessarily parallel to the $z$-axis. Hence, by Theorem 13.11, the set $P$, as the projection of $B(F;P)$ on the $xy$-plane, is of plane measure zero.

re (ii). It clearly follows from (14.4) that, at each point $\tau$ of $Q$, we have $\limsup_{t \to \tau} F(t) \leq F(\tau)$. Hence, by Theorem 14.1, we have $\limsup_{t \to \tau} F(t) \leq F(\tau)$ at all the points $\tau$ of $Q$, except at most those of a set $Q_0$ of measure zero.

Let us now denote by $B$ the graph of the function $F$ (on the whole plane). Let $B_1$ be the set of the points of $B(F;Q)$ at which the set $B$ has no extreme tangent plane, and $B_2$ the set of the points of $B(F;Q)$ at which such a tangent plane exists, but is parallel to the $z$-axis. Finally, let $Q_1$ and $Q_2$ be the projections of the sets $B_1$ and $B_2$ respectively, on the $xy$-plane. On account of Theorem 13.7,
we easily verify that \( \Lambda_2(B_1) = 0 \), and so, that \( |Q_1| = 0 \). Similarly, it follows at once from Theorem 13.11 that \( |Q_2| = 0 \). Now, if \((\xi, \eta)\) is any point of \( Q - (Q_1 + Q_2) \), the set \( B \) has at \((\xi, \eta, F(\xi, \eta))\) an extreme tangent plane of the form \( z - \zeta = M(\xi, \eta) \cdot (x - \xi) + N(\xi, \eta) \cdot (y - \eta) \), where \( M(\xi, \eta) \) and \( N(\xi, \eta) \) are finite numbers. We observe further without difficulty that the half-space

\[
z - \zeta \geq M(\xi, \eta) \cdot (x - \xi) + N(\xi, \eta) \cdot (y - \eta)
\]

is an empty side of this plane. Hence (cf. p. 309), at each point \((\xi, \eta)\) of the set \( Q - (Q_0 + Q_1 + Q_2) \), the pair of numbers \( \{M(\xi, \eta), N(\xi, \eta)\} \) is an upper differential of the function \( F \). This completes the proof, since \( |Q_0 + Q_1 + Q_2| = 0 \).

Finally, (iii) is an immediate consequence of (ii).

In the case in which the function \( F \) is measurable, we can complete part (i) of Theorem 14.2 (which itself generalizes Theorem 4.4). Thus, if \( F \) is any measurable function of two variables, the set of the points \((x, y)\) at which

\[
\lim_{h \to 0+} \frac{|F(x+h,y)-F(x,y)|}{h} = +\infty,
\]

is of plane measure zero.

This proposition plainly follows from Theorem 4.4, except for measurability considerations, essential to the proof, which seem to require general theorems on the measurability of the projections of sets \( \mathcal{B} \) (cf. p. 308).

We conclude with the following theorem (ct. A. J. Ward [1] and the first edition of this book, p. 234) which, in view of Theorem 14.2(i), (ii), may be regarded as an extension of Theorem 9.9 to the functions of two variables:

(14.5) **Theorem.** If \( F \) is a finite function of two variables, which is measurable on a set \( E \) and which has an extreme differential at each point of a set \( Q \subseteq E \), then this differential is, at the same time, an approximate differential of \( F \) at almost all the points of \( Q \).

**Proof.** On account of Lusin's theorem (Chap. III, § 7) we may clearly suppose that the set \( E \) is closed and that the function \( F \) is continuous on \( E \). Let us suppose further, for definiteness, that the function \( F \) has an upper differential at each point of \( Q \), and let us denote, for each positive integer \( n \), by \( Q_n \) the set of the points \( t \) of \( Q \) such that, for every point \( t' \), \(|t' - t| < 1/n \) implies the inequality \( F(t') - F(t) < n \cdot |t' - t| \). Finally, let each set \( Q_n \) be expressed as the sum of a sequence \( \{Q_{n,k}\}_{k=1,2,\ldots} \) of sets with diameters less than \( 1/n \). We shall have \( Q = \sum_{n,k} Q_{n,k} \).
We see at once that the function $F$ fulfils the Lipschitz condition on each set $Q_{n,k}$, and therefore also on each set $\bar{Q}_{n,k}$. Hence, by Theorem 12.2, the function $F$ has the approximate differential \{$F'_{apx}(x,y), F'_{apy}(x,y)$\} at almost every point $(x,y)$ of each set $\bar{Q}_{n,k}$, and therefore at almost every point $(x,y)$ of the set $Q$.

Let us, on the other hand, denote, for each point $(x,y)$ of $Q$, by \{\{A(x,y), B(x,y)\}$ the upper differential of $F$ at this point. It follows at once from the definition of upper differential, p. 309, that $F_x^{-}(x,y) \geq A(x,y) \geq F_x^{+}(x,y)$, and similarly $F_y^{-}(x,y) \geq B(x,y) \geq F_y^{+}(x,y)$, at each point $(x,y)$ of $Q$. Hence, at each point $(x,y)$ of $Q$ at which the approximate partial derivates $F'_{apx}(x,y)$ and $F'_{apy}(x,y)$ exist, we have \{A(x,y) = F'_{apx}(x,y) and $B(x,y) = F'_{apy}(x,y)$\}. The upper differential \{A(x,y), B(x,y)\} of the function $F'$ thus coincides at almost all points $(x,y)$ of $Q$ with the approximate differential of $F$. 

---
NOTE I.

On Haar's measure

by

Stefan Banach.

§ 1. This Note is devoted to the theory of measure due to Alfred Haar [1]. Haar's beautiful and important theory deals with measure in those locally compact separable spaces for which the notion of congruent sets is defined. His measure fulfils the usual conditions of ordinary Lebesgue measure: congruent sets are of equal measure and all Borel sets (more generally, all analytic sets) are measurable. The theory has important applications in that of continuous groups.

To complete the definitions of Chap. II, § 2, we shall say that a set situated in a metrical space is compact, if every infinite subset of the set in question has at least one point of accumulation. A metrical space is termed locally compact if each point of this space has a neighbourhood which is compact.

§ 2. In what follows we shall denote by $E$ a fixed metrical space, separable and locally compact, and we shall suppose that, for the sets situated in $E$, the notion of congruence $\equiv$ is defined so as to fulfil the following conditions:

1. $A \equiv B$ implies $B \equiv A$; $A \equiv B$ and $B \equiv C$ imply $A \equiv C$;

2. If $A$ is a compact open set and $A \equiv B$, then the set $B$ is itself open and compact;

3. If $A \equiv B$ and $\{A_n\}$ is a (finite or infinite) sequence of open compact sets such that $A \subset \bigcup^n B_n$, then there exists a sequence of sets $\{B_n\}$ such that $B \subset \bigcup^n B_n$, and such that $A_n \equiv B_n$ for $n = 1, 2, \ldots$;

4. Whatever be the compact open set $A$, the class of the sets congruent to $A$ covers the whole space $E$;

5. If $\{S_n\}$ is a sequence of compact concentric spheres with radii tending to 0, and $\{G_n\}$ is a sequence of sets such that $G_n \equiv S_n$, then the relations $a = \lim_n a_n$ and $b = \lim_n b_n$, where $a_n \in G_n$ and $b_n \in G_n$, imply $a = b$. 
§ 3. Given two compact open sets $A$ and $B$, the class of the sets congruent to $A$ covers, by $i_4$, the set $B$. It therefore follows from the theorem of Borel-Lebesgue that there exists a finite system of sets congruent to $A$ which covers $B$. Let $h(B, A)$ denote the least number of sets which constitute such a system.

It is easy to show by means of $i_1-i_5$ that, for any three compact open sets $A, B$ and $C$, the following propositions are valid:

1. $C \subseteq B$ implies $h(C, A) \leq h(B, A)$;
2. $h(B+C, A) \leq h(B, A)+h(C, A)$;
3. $B \cong C$ implies $h(B, A) = h(C, A)$;
4. $h(B, A) \leq h(B, C) \cdot h(C, A)$;
5. If $q(A, B) > 0$ and if $\{S_n\}$ is a sequence of compact concentric spheres with radii tending to 0, then there exists a positive integer $N$ such that, for every $n > N$,

$$h(A+B, S_n) = h(A, S_n) + h(B, S_n).$$

(3.1)

All these propositions are obvious, except perhaps $i_5$. To prove the latter, let us suppose, if possible, that there exists an increasing sequence of positive integers $\{n_i\}$ such that (3.1) does not hold for any of the values $n = n_i$. There would then exist a sequence of sets $\{G_i\}$ such that $G_i \cong S_{n_i}$ while $A \cdot G_i \neq 0$ and $B \cdot G_i \neq 0$. Consider now arbitrary points $a_i \in A \cdot G_i$ and $b_i \in B \cdot G_i$. Since the sets $A$ and $B$ are compact, the sequences $\{a_i\}$ and $\{b_i\}$ contain respectively convergent subsequences $\{a_{i_j}\}$ and $\{b_{i_j}\}$. Let $a = \lim a_{i_j}$ and $b = \lim b_{i_j}$. By $i_5$ we must have $a = b$, and this is impossible since, by hypothesis, $q(A, B) = 0$.

We shall now suppose given a fixed compact open set $G$ and a sequence $\{S_n\}$ of concentric spheres, with radii tending to 0, which are situated in $G$ and therefore clearly compact. For every compact open set $A$, we write

$$l_n(A) = \frac{h(A, S_n)}{h(G, S_n)}.$$

We then have, by $i_4$,

$$h(A, S_n) \leq h(A, G) \cdot h(G, S_n) \quad \text{and} \quad h(G, S_n) \leq h(G, A) \cdot h(A, S_n),$$

and hence for each $n = 1, 2, \ldots$, $1/h(G, A) \leq l_n(A) \leq h(A, G)$.

Thus, $\{l_n(A)\}$ is a bounded sequence whose terms exceed a fixed positive number.
§ 4. We now make use of the following theorem (cf. S. Banach [I, p. 34] and S. Mazur [1]), in which \( \{\xi_n\} \) and \( \{\eta_n\} \) denote arbitrary bounded sequences of real numbers, \( a \) and \( b \) denote real numbers, and the symbols \( \lim \), \( \limsup \) and \( \liminf \) have their usual meaning:

To every bounded sequence \( \{\xi_n\} \) we can make correspond a number \( \lim_n \xi_n \), termed generalized limit, in such a manner as to fulfil the following conditions:

1) \( \lim_n (a\xi_n + b\eta_n) = a \lim_n \xi_n + b \lim_n \eta_n \),
2) \( \liminf_n \xi_n \leq \lim_n \xi_n \leq \limsup_n \xi_n \),
3) \( \lim_n \xi_{n+1} = \lim_n \xi_n \).

The last condition implies that the generalized limit remains unaltered, when we remove from a sequence a finite number of its terms.

Let us now write, for every compact open set \( A \),

\[
(4.1) \quad l(A) = \lim_n l_n(A).
\]

We then have, for any compact open sets \( A \) and \( B \):

iii. \( 0 < l(A) < +\infty \);
iiii. \( A \subseteq B \) implies \( l(A) \leq l(B) \);
iiii. \( A \equiv B \) implies \( l(A) = l(B) \);
iiiiii. \( l(A + B) \leq l(A) + l(B) \);
iiiiiiii. \( \varrho(A, B) > 0 \) implies \( l(A + B) = l(A) + l(B) \).

§ 5. This being so, we denote, for an arbitrary set \( X \subseteq E \), by \( \Gamma(X) \) the lower bound of all the numbers \( \sum_n l(A_n) \) where \( \{A_n\} \) is any sequence of compact open sets such that \( X \subseteq \sum_n A_n \). We shall show that the function of a set \( \Gamma \), thus defined, fulfils the following conditions:

1° We have always \( 0 \leq \Gamma(X) \) and there exist sets \( X \) for which we have \( 0 < \Gamma(X) < +\infty \); this is, in particular, the case of all compact open sets \( X \);
2° \( X_1 \subseteq X_2 \) implies \( \Gamma(X_1) \leq \Gamma(X_2) \);
3° \( X \subseteq \sum_n X_n \) implies \( \Gamma(X) \leq \sum_n \Gamma(X_n) \);
4° \( \varrho(X_1, X_2) > 0 \) implies \( \Gamma(X_1 + X_2) = \Gamma(X_1) + \Gamma(X_2) \);
5° \( X_1 \equiv X_2 \) implies \( \Gamma(X_1) = \Gamma(X_2) \).
Proof. 1°. Let $X$ be a compact open set. We have, by definition, $\Gamma(X) \leq l(X) < +\infty$.

On the other hand, there clearly exists for each $\varepsilon > 0$ a (finite or infinite) sequence of compact open sets $\{A_n\}$ such that $X \subseteq \sum A_n$ and $\Gamma(X) + \varepsilon \geq \sum l(A_n)$. Let $S$ be any sphere contained in $X$. Since the set $\overline{S}$ is closed and compact, this set, and a fortiori the set $S$, is already covered by a finite subsequence $\{A_{n_i}\}$ of $\{A_n\}$. In view of iii$_2$ and iii$_4$, we thus have

$$l(S) \leq l(\sum A_{n_i}) \leq \sum l(A_{n_i}) \leq \sum l(A_n) \leq \Gamma(X) + \varepsilon.$$  

Hence, $\varepsilon$ being arbitrary, it follows that $l(S) \leq \Gamma(X)$, and finally, by iii$_1$, that $0 < \Gamma(X)$.

2° and 3° are obvious.

4°. $\varrho(X_1, X_2) > 0$ implies that there exist two open sets $G_1$ and $G_2$ such that $X_1 \subseteq G_1$, $X_2 \subseteq G_2$ and $\varrho(G_1, G_2) > 0$. On the other hand, there exists for each $\varepsilon > 0$ a sequence of compact open sets $\{A_n\}$ such that

$$(5.1) \quad X_1 + X_2 \subseteq \sum A_n \quad \text{and} \quad \Gamma(X_1 + X_2) + \varepsilon \geq \sum l(A_n).$$

Write $A^{(1)}_n = A_n \cdot G_1$ and $A^{(2)}_n = A_n \cdot G_2$. Since the sets $A^{(1)}_n$ and $A^{(2)}_n$ are open and compact, and since their distance, like that of $G_1$ and $G_2$, is positive, we have, on account of iii$_3$ and iii$_2$,

$$(5.2) \quad l(A^{(1)}_n) + l(A^{(2)}_n) = l(A^{(1)}_n + A^{(2)}_n) \leq l(A_n).$$

But, since on the other hand $X_1 \subseteq \sum A^{(1)}_n$ and $X_2 \subseteq \sum A^{(2)}_n$, we have the inequalities $\Gamma(X_1) \leq \sum l(A^{(1)}_n)$ and $\Gamma(X_2) \leq \sum l(A^{(2)}_n)$, so that, by (5.2), $\Gamma(X_1) + \Gamma(X_2) \leq \sum l(A_n)$. Hence by (5.1), $\varepsilon$ being arbitrary, we obtain $\Gamma(X_1) + \Gamma(X_2) \leq \Gamma(X_1 + X_2)$, and finally by 3°, $\Gamma(X_1) + \Gamma(X_2) = \Gamma(X_1 + X_2)$.

5° follows at once from i$_3$ and iii$_2$.

§ 6. It follows from the properties 1°—4° of the function $\Gamma$ that the latter is an outer measure in the sense of Carathéodory (cf. Chap. III, § 4) and therefore determines in $E$ a class of sets measurable ($\mathcal{E}_\Gamma$), that we shall call, simply, measurable sets. We see at once that for each set $X$ in $E$ the number $\Gamma(X)$ is the lower
bound of the measures (\(\mu\)) of the open sets containing \(X\). It follows, in particular, that \(\mu\) is a regular outer measure (cf. Chap.II, § 6).

Finally, since the space \(E\) can be covered by a sequence of measurable sets of finite measure (e.g. by a sequence of compact spheres), we easily establish, for the measure \(\mu\), conditions of measurability (\(\mathcal{Q}_I\)) similar to those of Theorem 6.6, Chap. III. In particular, we shall have:

(6.1) In order that a set \(E\) be measurable, it is necessary and sufficient that there exist a set (\(\mathcal{G}_E\)) containing \(E\) and differing from it by at most a set of measure zero.

§ 7. We conclude this note by giving two examples of spaces \(E\) with the notion of congruence subject to the conditions of § 2.

Example 1. Let \(E\) be a metrical space which is separable and locally compact, and suppose that, among the one to one transformations, continuous both ways, by which the whole space \(E\) is transformed into the whole space \(E\), there exists a class \(\mathfrak{H}\) of transformations subject to the conditions:

1) \(T \in \mathfrak{H}\) implies \(T^{-1} \in \mathfrak{H}\);
2) If \(T_1, T_2 \in \mathfrak{H}\), then \(T_1 T_2 \in \mathfrak{H}\);
3) For every pair \(a, b\) of points of \(E\), there exists a transformation \(T \in \mathfrak{H}\) such that \(T(a) = b\);
4) If \(\{a_n\}\) and \(\{b_n\}\) are two convergent sequences of points of \(E\) such that \(\lim a_n = \lim b_n\), and if \(\{T_n\}\) is a sequence of transformations belonging to \(\mathfrak{H}\) such that the sequences \(\{T_n(a_n)\}\) and \(\{T_n(b_n)\}\) are convergent also, then we have \(\lim T_n(a_n) = \lim T_n(b_n)\).

Two sets \(A \subseteq E\) and \(B \subseteq E\) will be termed congruent, if there exists a transformation \(T \in \mathfrak{H}\) such that \(T(A) = B\) (where \(T(A)\) denotes the set into which \(A\) is transformed, i.e. the set of all the points \(T(a)\) for which \(a \in A\)).

It is easy to verify that the conditions i₁—i₅ are fulfilled.

As special cases of such spaces \(E\) we may mention: Euclidean \(n\)-dimensional space with \(\mathfrak{H}\) interpreted as the class of all translations and rotations; the 3-dimensional sphere with \(\mathfrak{H}\) interpreted as the class of all rotations.

Let us observe that, in the space considered, the sets which are congruent to open sets are themselves open. On the other hand,
on account of 5\textsuperscript{o}, p. 316, the sets congruent to sets of measure \((I)\) zero are themselves of measure zero. It follows therefore from (6.1) that in the space \(E\) considered the sets which are congruent to measurable sets, are themselves measurable.

**Example 2.** Suppose that a metrical space \(E\), separable and locally compact, constitutes a group, i.e. that with each pair \(a, b\) of elements of \(E\) there is associated an element \(ab\) of \(E\), called *product*, in such a manner that the following conditions are fulfilled:

1) \((ab)c=a(bc)\) *(whatever be the elements \(a, b\) and \(c\) of \(E)\);*

2) *there exists in \(E\) a unit-element 1 such that we have \(1\cdot a=a\cdot 1=a\) for every \(a \in E\);*

3) *to each element \(a \in E\) there corresponds an inverse element \(a^{-1} \in E\) which fulfils the equation \(aa^{-1}=1\).*

Suppose further that \(E\) fulfils the conditions:

4) *if \(\lim_{n} a_n = a\) and \(\lim_{n} b_n = b\), then \(\lim_{n} a_nb_n = ab\);*

5) *if \(\lim_{n} a_n = a\), then \(\lim_{n} a_n^{-1} = a^{-1}\).*

Given any element \(c \in E\) and any set \(B \subseteq E\), we denote by \(cB\) the set of all the elements \(a \in E\) such that \(a=cb\) where \(b \in B\).

Given an element \(a\) of \(E\), we write, for every element \(x \in E\), \(T_a(x)=ax\). Thus each element \(a\) of \(E\) determines a transformation \(T_a\), clearly one to one and continuous both ways, of the space \(E\) into itself. Denoting the class of all these transformations by \(\mathfrak{L}\), we see at once that the conditions (1)—(4), p. 318, are fulfilled. In accordance with the definition of congruence employed in Example 1, two sets \(A\) and \(B\) in the space in question are congruent if there exists an element \(c\) such that \(B=cA\).
NOTE II.

The Lebesgue integral in abstract spaces
by
Stefan Banach.

Introduction.

In this note we intend to establish some general theorems concerning the Lebesgue integral in abstract spaces. This subject has been discussed by several authors (for the references see this volume, pp. 4, 88, 116, 156 and 157). Our considerations differ from those of other writers in that they are not based on the notion of measure.

Let us fix a set of arbitrary elements $H$ as an abstract space. We shall denote real functions (i.e., functions which admit real values) defined in $H$ by $x(t), y(t), z(t), ...$ where $t \in H$, or simply by $x, y, z, ...$. A set $\mathcal{L}$ of real functions defined in $H$ will be called linear if any linear combination, with constant coefficients, of two elements of $\mathcal{L}$, also belongs to $\mathcal{L}$.

Let $\mathcal{L}$ be a linear set of functions defined in $H$. A functional $F$ defined in $\mathcal{L}$ is termed additive if for any pair of elements $x$ and $y$ of $\mathcal{L}$ and any real number $a$, we have $F(x + y) = F(x) + F(y)$ and $F(ax) = a \cdot F(x)$. The functional $F$ is non-negative if $F(x) \geq 0$ for any non-negative function $x \in \mathcal{L}$.

We say that a functional $F$ defined in $\mathcal{L}$ is a Lebesgue integral ($\mathcal{L}$-integral) in $\mathcal{L}$ if the following conditions are satisfied:

A) The set $\mathcal{L}$ is linear;

B) the functional $F$ is additive and non-negative;

C) if $1^0 \{z_n\} \subset \mathcal{L}$ and $M \in \mathcal{L}$, $2^0 |z_n(t)| \leq M(t)$ for $n = 1, 2, ...$ and $t \in H$, and $3^0 \lim_{n} z_n(t) = z(t)$ for $t \in H$, then $z \in H$ and $\lim_{n} F(z_n) = F(z)$;
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D) if \( z \in \mathcal{L} \), \( F(z) = 0 \) and \( |y(t)| \leq z(t) \) for \( t \in H \), then \( y \in \mathcal{L} \) and \( F(y) = 0 \);

E) if \( \{z_n\} \subset \mathcal{L} \), \( z_n(t) \leq z_{n+1}(t) \) for \( n = 1, 2, \ldots \), \( 2^0 \lim_n z_n(t) = z(t) \) for \( t \in H \), and \( 3^0 \lim_n F(z_n) < +\infty \), then \( z \in \mathcal{L} \) and \( \lim_n F(z_n) = F(z) \).

The Lebesgue integrals considered in this note will moreover satisfy the condition:

R) If \( z \in \mathcal{L} \), then \( |z| \in \mathcal{L} \).

In Part I, a condition is established under which an additive and non-negative functional defined in a linear set of functions \( \mathcal{E} \), may be extended to an \( \mathcal{L} \)-integral on a certain set \( \mathcal{L} \) containing \( \mathcal{E} \). The \( \mathcal{L} \)-integral and the set \( \mathcal{L} \) will be explicitly defined.

In Part II we admit that \( H \) is a metrical and compact space. We consider an \( \mathcal{L} \)-integral defined in sets containing all functions which are bounded and measurable in the Borel sense. It is shown that each \( \mathcal{L} \)-integral of this kind is determined by the values which it admits for continuous functions. Conversely, any additive and non-negative functional defined for all continuous functions may be extended as an \( \mathcal{L} \)-integral to the class of functions measurable (\( \mathcal{B} \)). We thus obtain the most general \( \mathcal{L} \)-integral defined for all functions bounded and measurable (\( \mathcal{B} \)).

In Part III we deal with an analogous problem supposing that \( H \) is the unit sphere of the Hilbert space. In particular, the integral of a continuous function is expressed by explicit formulae.

I. Abstract sets.

§ 1. We shall employ the following notations:

1. \( x \geq y \) if \( x(t) \geq y(t) \) for every \( t \in H \); in particular \( x \geq 0 \) means that \( x(t) \geq 0 \) for \( t \in H \);

2. \( |x| = |x(t)| \) is the modulus of \( x(t) \) in the ordinary sense;

3. \( \max(x, y) = \frac{1}{2}(x + y + |x - y|) \), \( \min(x, y) = \frac{1}{2}(x + y - |x - y|) \);

4. \( \lim_n x_n = x \) means that \( \lim_n x_n(t) = x(t) \) for \( t \in H \); the relations \( \limsup_n x_n = x \), \( \liminf_n x_n = x \) are defined similarly;

5. \( \dot{x} = \frac{1}{2}(x + |x|) \), \( \ddot{x} = \frac{1}{2}(x - |x|) \) (cf. Chap. I, p. 13).
§ 2. For the rest of Part I of this note we shall fix a set \( E \) of real functions defined in \( H \), and a functional \( f(x) \) defined for \( x \in \mathbb{C} \), subject to the following conditions:

(i) The set \( E \) is linear;
(ii) if \( x \in \mathbb{C} \), then \( |x| \in \mathbb{C} \);
(iii) the functional \( f \) is additive;
(iv) the functional \( f \) is non-negative;
(v) if \( \{x_n\} \subset \mathbb{C} \) and \( M \in \mathbb{C} \), \( 2^0 |x_n| \leq M \) for \( n = 1, 2, \ldots \), and \( 3^0 \lim x_n = 0 \), then \( \lim f(x_n) = 0 \).

It follows immediately from the conditions (i) that for any pair of elements \( x \) and \( y \) of \( E \), \( \max (x,y) \), \( \min (x,y) \), \( \mathfrak{e} \) and \( \mathfrak{z} \) also belong to \( E \). It follows further that the condition \( (ii_3) \) is equivalent to the following condition:

(ii) If \( \{x_n\} \subset \mathbb{C} \) and \( m \in \mathbb{C} \), \( 2^0 x_n \geq m \) for \( n = 1, 2, \ldots \), and \( 3^0 \lim \inf x_n \geq 0 \), then \( \lim \inf f(x_n) \geq 0 \).

§ 3. We shall establish the following

**Theorem 1.** If the set \( E \) and the functional \( f \) satisfy the conditions (i) and (ii), then there exists an \( \mathcal{C} \)-integral \( F \), defined in a set \( \mathcal{L} \) containing \( E \), such that \( F(x) = f(x) \) whenever \( x \in \mathbb{C} \); moreover, this integral satisfies the condition \( R \).

The proof will result from several lemmas.

§ 4. We denote by \( \mathcal{L}^* \) the set of all functionals \( z(t) \) defined in \( H \) for each of which there exist two sequences \( \{x_n\} \subset \mathbb{C} \), \( \{y_n\} \subset \mathbb{C} \) such that

\[
\lim \inf x_n \geq z \geq \lim \sup y_n.
\]

It is easily seen that the set \( \mathcal{L}^* \) is linear and that \( \mathbb{C} \subset \mathcal{L}^* \).

Given a function \( z \in \mathcal{L}^* \), we shall term upper \( \mathcal{C} \)-integral of \( z \) the lower bound of all (finite or infinite) numbers \( g \) for each of which there exist a function \( m \in \mathbb{C} \) and a sequence of functions \( \{x_n\} \) belonging to \( \mathbb{C} \) such that \( x_n \geq m \) for \( n = 1, 2, \ldots \), \( \lim \inf x_n \geq z \) and \( g = \lim \inf f(x_n) \).

The definition of the lower \( \mathcal{C} \)-integral is analogous to that of the upper \( \mathcal{C} \)-integral. The upper and lower \( \mathcal{C} \)-integrals of a function \( z \in \mathcal{L}^* \) will be denoted by \( p(z) \) and \( q(z) \) respectively. We obviously have \( q(z) = -p(-z) \).
§ 5. The sequence \( \{f(x_n)\} \) in the above definition of the upper \( \mathcal{L} \)-integral, may obviously be supposed convergent (to a finite limit or \(+\infty\)). Further, if \( \{x_n\} \subseteq \mathcal{E}, \ m \in \mathcal{E}, \ z \geq 0, \ x_n \geq m \) for \( n = 1, 2, \ldots \) and \( \liminf x_n \geq z \), then \( \lim \inf x_n = 0 \) and consequently, by the condition (ii), § 2, \( \lim f(x_n) = 0 \). Hence, if \( z \in \mathcal{L}^*, \ z \geq 0 \) and \( p(z) < P < +\infty \), there always exists a sequence of non-negative functions \( \{x_n\} \) belonging to \( \mathcal{E} \) such that \( \liminf x_n \geq z \) and \( f(x_n) < P \) for \( n = 1, 2, \ldots \).

**Lemma 1.** For any function \( x \in \mathcal{E} \) we have \( p(x) = f(x) \).

**Proof.** Writing \( x_n = x \) and \( m = x \), we have

\[
\liminf x_n \geq x \quad \text{and} \quad x_n \geq m \quad \text{for} \quad n = 1, 2, \ldots,
\]

whence \( p(x) \leq f(x) \). On the other hand, if \( x_1, x_2, \ldots \) and \( m \) are any functions which belong to \( \mathcal{E} \) and satisfy the relations (1), then \( \liminf (x_n - x) \geq 0 \) and \( x_n - x \geq m - x \) for \( n = 1, 2, \ldots \). It follows from (ii), § 2, that \( \liminf f(x_n - x) \geq 0 \), i.e. \( \liminf f(x_n) \geq f(x) \). Thus \( p(x) \geq f(x) \), and finally \( p(x) = f(x) \).

**Lemma 2.** If \( z_1 \in \mathcal{L}^*, \ z_2 \in \mathcal{L}^* \) and if, moreover, \( p(z_1) < +\infty \), \( p(z_2) < +\infty \), then \( p(z_1 + z_2) \leq p(z_1) + p(z_2) \).

**Proof.** Let \( P_1 \) and \( P_2 \) be arbitrary numbers such that \( p(z_1) < P_1 \) and \( p(z_2) < P_2 \). There exist two sequences \( \{x_n^{(1)}\}, \ \{x_n^{(2)}\} \) of functions belonging to \( \mathcal{E} \) and two functions \( m_1 \in \mathcal{E} \) and \( m_2 \in \mathcal{E} \) such that \( \liminf x_n^{(j)} \geq z_j \) and \( \lim f(x_n^{(j)}) < P_j \) for \( j = 1, 2 \) and such that \( x_n^{(j)} \geq m_j \) for \( j = 1, 2 \) and \( n = 1, 2, \ldots \). Therefore, writing \( x_n = x_n^{(1)} + x_n^{(2)} \) and \( m = m_1 + m_2 \), we have \( \liminf x_n \geq z_1 + z_2 \) and \( x_n \geq m \) for \( n = 1, 2, \ldots \). Consequently \( p(z_1 + z_2) \leq \liminf f(x_n) = \lim f(x_n^{(1)}) + \lim f(x_n^{(2)}) < P_1 + P_2 \), whence \( p(z_1 + z_2) \leq p(z_1) + p(z_2) \).

**Lemma 3.** For any function \( z \in \mathcal{L}^* \), we have \( p(z) \geq q(z) \).

**Proof.** Since \( q(z) = -p(-z) \) (cf. § 4), the inequality \( p(z) \geq q(z) \) is obvious if one of the numbers \( p(z) \) or \( p(-z) \) is \(+\infty\); while, if \( p(z) < +\infty \) and \( p(-z) < +\infty \), it follows immediately from Lemma 2.
Lemma 4. If \( z \in \Omega^* \), \( p(z) < +\infty \), then also \( p(\hat{z}) < +\infty \) and \( p(z) = p(\hat{z}) + p(\check{z}) \).

Proof. Given an arbitrary finite number \( P > p(z) \), there exist a function \( m \in \mathcal{E} \) and a sequence \( \{x_n\} \) of functions belonging to \( \mathcal{E} \) such that \( x_n \geq m \) for \( n = 1, 2, \ldots \), \( \liminf x_n \geq z \) and \( f(x_n) < P \). Note that \( x_n \geq \eta \), and consequently \( f(\hat{x}_n) \leq f(x_n) - f(\eta) \), for \( n = 1, 2, \ldots \), whence \( p(\hat{x}_n) < \liminf f(\hat{x}_n) < +\infty \). Again

\[
P > \lim f(x_n) \geq \liminf f(\hat{x}_n) + \liminf f(\xi_n) = p(\hat{z}) + p(\check{z}),
\]

and therefore \( p(z) \geq p(\hat{z}) + p(\check{z}) \); whence, in virtue of Lemma 2, \( p(z) = p(\hat{z}) + p(\check{z}) \).

Finally, we mention two propositions which are directly obvious:

Lemma 5. If \( z_1 \in \Omega^* \), \( z_2 \in \Omega^* \) and \( z_1 \leq z_2 \), then \( p(z_1) \leq p(z_2) \); in particular, if \( z \in \Omega^* \) and \( z \geq 0 \), then \( p(z) \geq 0 \).

Lemma 6. If \( z \in \Omega^* \), then \( p(\lambda z) = \lambda \cdot p(z) \) for any non-negative number \( \lambda \).

§ 6. We shall now denote by \( \mathcal{L} \) the set of all functions \( z \in \Omega^* \) for which \( p(z) = q(z) = +\infty \). The following proposition is an immediate consequence of Lemmas 2 and 6:

Lemma 7. If \( z_1 \in \mathcal{L} \) and \( z_2 \in \mathcal{L} \), then \( (\lambda_1 z_1 + \lambda_2 z_2) \in \mathcal{L} \) and \( p(\lambda_1 z_1 + \lambda_2 z_2) = \lambda_1 p(z_1) + \lambda_2 p(z_2) \) for any pair of finite numbers \( \lambda_1 \) and \( \lambda_2 \).

Lemma 8. If \( z \in \mathcal{L} \), then \( |z| \in \mathcal{E} \).

Proof. Since \( |z| = \hat{z} - \check{z} \), it is enough to prove that \( \hat{z} \in \mathcal{L} \) and \( \check{z} \in \mathcal{L} \). To this end, let us remark that, in virtue of Lemma 4, \( p(\hat{z}) < +\infty \), \( p(\check{z}) > -\infty \) and \( p(z) = p(\hat{z}) + p(\check{z}) \); by symmetry, \( q(\hat{z}) > -\infty \), \( q(\check{z}) < +\infty \) and \( q(z) = q(\hat{z}) + q(\check{z}) \). Since, by hypothesis, \( p(z) = q(z) \), it follows that \( [p(\hat{z}) - q(\check{z})] + [p(\check{z}) - q(\hat{z})] = 0 \), and so by Lemma 3, \( p(\hat{z}) = q(\hat{z}) = +\infty \) and \( p(\check{z}) = q(\check{z}) = +\infty \).

Lemma 9. If \( z \) is the limit of a non-decreasing sequence \( \{z_n\} \) of functions belonging to \( \mathcal{L} \) and \( \lim p(z_n) < +\infty \), then \( z \in \mathcal{L} \) and \( p(z) = \lim p(z_n) \).

Proof. We can clearly assume (by subtracting, if necessary, the function \( z_1 \) from all functions of the sequence \( \{z_n\} \)) that \( z_1 = 0 \). Writing \( w_n = z_{n+1} - z_n \) for \( n = 1, 2, \ldots \), we shall now follow an argument similar to that of Theorem 12.3, Chap. I. First, we have \( z \geq z_n \) and \( p(z_n) = q(z_n) \) for every \( n \), and so

\[
q(z) \geq \lim q(z_n) = \lim p(z_n).
\]
To establish the opposite inequality, let $\epsilon$ be an arbitrary positive integer and let us associate (cf. the remark at the beginning of § 5) with each function $w_n$ a sequence $\{x_n^{(k)}\}_{k=1,2,\ldots}$ of non-negative functions belonging to $\mathcal{C}$ such that
\[(2)\quad \liminf_{k} x_n^{(k)} \geq w_n\quad \text{and} \quad (3)\quad f(x_n^{(k)}) \leq p(w_n) + \epsilon/2^n.
\]
Let us write $y_k = \sum_{n=1}^{k} x_n^{(k)}$. The functions $y_k$ clearly belong to $\mathcal{C}$ and, by (2), we have $\liminf_{k} y_k \geq \sum_{n=1}^{k} w_n = z$. On the other hand, in virtue of (3), we find $f(y_k) \leq \sum_{n=1}^{k} p(w_n) + \epsilon \leq p(z_{k+1}) + \epsilon \leq \lim p(z_i) + \epsilon$ for $k = 1, 2, \ldots$. Therefore, $p(z) \leq \liminf_{k} f(y_k) \leq \lim p(z_k) + \epsilon$, and since $\epsilon$ is an arbitrary positive number, this combined with (1) gives $0 \leq p(z) = \liminf_{n} p(z_n) < +\infty$, which completes the proof.

**Lemma 10.** If $M \in \mathcal{L}$ and $\{z_n\}$ is a sequence of functions belonging to $\mathcal{L}$ such that $|z_n| \leq M$ for $n = 1, 2, \ldots$, then, putting $g = \liminf_{n} z_n$ and $h = \limsup_{n} z_n$, we have $g \in \mathcal{L}$, $h \in \mathcal{L}$, and
\[p(g) \leq \liminf_{n} p(z_n) \leq \limsup_{n} p(z_n) \leq p(h).
\]
Consequently, if the sequence $\{z_n\}$ is convergent and $z = \lim_{n} z_n$, then $p(z) = \lim_{n} p(z_n)$.

**Proof.** The lemma corresponds to Theorem 12.11, Chap. 1, and its proof is analogous to that of the latter. Let us write, for each pair of integers $i$ and $j \geq i$, $g_{j} = \min(z_{i}, z_{i+1}, \ldots, z_{j})$. The sequence $\{g_{j}\}_{j=i-1, i+1, \ldots}$ is non-increasing, and consequently the sequence $\{M - g_{j}\}_{j=i-1, i+1, \ldots}$ is non-decreasing. Let $g_{i} = \lim_{j} g_{j}$. Since the functions $g_{j}$ clearly belong to $\mathcal{L}$, it follows from Lemma 9 that $M - g_{i} \in \mathcal{L}$ and $p(M - g_{i}) = \lim_{j} p(M - g_{j})$, i.e. $g_{i} \in \mathcal{L}$ and $p(g_{i}) = \lim_{j} p(g_{j})$. Hence, applying again Lemma 9 to the non-decreasing sequence $\{g_{j}\}$ which converges to $g$, we obtain $g \in \mathcal{L}$ and
\[p(g) = \lim_{j} p(g_{j}) \leq \liminf_{j} p(z_{j}).\]
By symmetry we have the analogous result for $h$ and the proof is complete.

We shall conclude this § by mentioning the following lemma which is an immediate consequence of Lemma 5:

**Lemma 11.** If $z \in \mathcal{L}$, $z \geq 0$ and $p(z) = 0$, then any function $x$ such that $|x| \leq z$ belongs to $\mathcal{L}$ and for any such function $x$ we have $p(x) = 0$. 
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§ 7. Let \( F(x) = p(x) \) for \( x \in \mathcal{L} \). The lemmas of the preceding sections show that the set \( \mathcal{L} \) and the functional \( F(x) \) satisfy the theorem stated in § 3. Theorem 1 is thus proved.

It is easily seen that if an \( \mathcal{L} \)-integral \( F_1 \) defined in a linear set \( \mathcal{L}_1 \supset \mathcal{L} \) satisfies the condition \( f(x) = F_1(x) \) for \( x \in \mathcal{E} \), then \( F(x) = F_1(x) \) for all \( x \in \mathcal{L} \). Consequently the functional \( j \) determines completely an \( \mathcal{L} \)-integral in the set \( \mathcal{L} \).

II. Metrical compact sets.

§ 8. Let now \( H \) be a complete and compact metrical space. We shall specify \( \mathcal{E} \) as the set of functions continuous in \( H \).

The set \( \mathcal{E} \) satisfies evidently the conditions (i), § 2. It may be shown that any additive and non-negative functional \( j \) defined in \( \mathcal{E} \) satisfies the condition \((\text{ii}_3)^1\).

Theorem 1 permits to define a Lebesgue integral \( F(x) \) for all functions \( x \) belonging to a certain set \( \mathcal{L} \supset \mathcal{E} \), in such a manner that the condition \( R) \), p. 321, is satisfied and that \( F(x) = f(x) \) for \( x \in \mathcal{E} \).

Evidently, every function \( x(t) \) which is constant on \( H \) belongs to \( \mathcal{E} \). It follows by condition \( C) \), p. 320, that every bounded function measurable in the sense of Borel belongs to \( \mathcal{E} \).

We have thus proved the following

**Theorem 2.** Every additive and non-negative functional, defined for all functions which are continuous in a complete compact space \( H \), may by extended to an \( \mathcal{L} \)-integral defined in a certain linear set (containing all bounded functions measurable in the sense of Borel) so that the condition \( R) \) be satisfied.

The values of this \( \mathcal{L} \)-integral for functions bounded and measurable (\( \mathcal{B} \)) are, of course, determined by the given functional \( j \). Hence the most general \( \mathcal{L} \)-integral defined for this class of functions may be obtained by choosing an arbitrary additive non-negative functional defined for all functions which are continuous in \( H \) and by extending this functional by means of the method described in Part I of this note.

---

1) A functional of this kind is necessarily linear. Every linear functional defined in \( \mathcal{E} \) satisfies the condition \((\text{ii}_3)\). See S. Banach [I, p.224].
Any linear functional $f(x)$ defined in the set $E$ is the difference of two additive non-negative functionals $f_1(x)$ and $f_2(x)$ (cf. S. Banach [1, p. 217]). Extending these functionals by means of Theorem 1 over two sets, $\mathcal{L}_1$ and $\mathcal{L}_2$ say, respectively, we see that it is possible to extend the functional $f(x)$ over the linear set $\mathcal{L}=\mathcal{L}_1 \cdot \mathcal{L}_2$. This set will contain all bounded functions measurable (3). The extended additive functional $F(x)$ evidently satisfies the conditions (C) and (R), p. 321, and is non-negative.

**III. The Hilbert space.**

§ 9. We shall now understand by $H$ the unit sphere of the Hilbert space, i.e. the set of all sequences $\{\vartheta_i\}$ for which $\sum_{i=1}^{\infty} \vartheta_i^2 \leq 1$. The distance of two points $t=\{\vartheta_i\}$ and $t'=\{\vartheta'_i\}$ is defined, as usually, by the formula

$$d(t, t') = \left[ \sum_{i=1}^{\infty} (\vartheta_i - \vartheta'_i)^2 \right]^{1/2}.$$  

With regard to this definition of distance the space $H$ is not compact and therefore we cannot apply Theorem 2 directly.

Let $\mathcal{C}_n$ be the set of functions $x=x(t) = x(\vartheta_1, \vartheta_2, \ldots)$ which are continuous in $H$ and whose values depend only on the first $n$ coordinates $\vartheta_i$, so that $x(\vartheta_1, \vartheta_2, \ldots) = x(\vartheta_1, \vartheta_2, \ldots, \vartheta_n, 0, 0, \ldots)$ for any $t=\{\vartheta_i\} \in H$. Clearly $\mathcal{C}_n \subseteq \mathcal{C}_{n+1}$.

It is easily seen that the set $\mathcal{C} = \sum_{n=1}^{\infty} \mathcal{C}_n$ satisfies the conditions (i), § 2. Any functional $f$ defined in $\mathcal{C}$ for which the conditions (ii) hold may be extended to an $\mathcal{L}$-integral defined in a certain set $\mathcal{L}$ containing $\mathcal{C}$.

**Lemma 12.** The set $\mathcal{L}$ contains all bounded functions measurable (3) defined in $H$.

**Proof.** Let $x$ be a bounded continuous function defined in $H$. For any point $t=(\vartheta_1, \vartheta_2, \ldots, \vartheta_n, \ldots)$ and any positive integer $n$, we write $x_n(t) = x(\vartheta_1, \ldots, \vartheta_n, 0, 0, \ldots)$. Evidently $x_n \in \mathcal{C}$ and $\lim_{n} x_n = x$. If $M$ is the upper bound of $|x(t)|$ for $t \in H$, then $|x_n| \leq M$. Since the constant function $z = M$ certainly belongs to $\mathcal{C}$, it follows from the condition (C), p. 320, that $x \in \mathcal{L}$.
Consequently every bounded and continuous function belongs to \( \mathfrak{C} \) and by the condition C) the same is true of any bounded function measurable (\( \mathfrak{B} \)).

**Lemma 13.** Every additive and non-negative functional \( f(x) \) defined in \( \mathfrak{C} \) satisfies the condition (ii), § 2.

**Proof.** We define in \( H \) a distance \( e(t, t') \) of two points

\[
e(t, t') = \sum_{i=1}^{\infty} \frac{1}{2^i} \frac{|t_i - t_i'|}{1 + |t_i - t_i'|}.
\]

We easily verify that with regard to this distance the set \( H \) is complete and compact.

Let \( \mathfrak{E} \) be the set of all functions defined in \( H \) which are continuous according to the distance defined by the formula (1). Evidently \( \mathfrak{E} \subseteq \mathfrak{C} \).

Let \( f \) be an additive non-negative functional defined in \( \mathfrak{C} \). Let \( f_n(x) \) denote the functional defined in \( \mathfrak{C} \) by the formula

\[
f_n(x) = \sum_{i=1}^{\infty} \frac{1}{2^i} \frac{|x_i - x_i'|}{1 + |x_i - x_i'|}.
\]

We obviously have

\[
f_n(x) = f_{n+1}(x) \quad \text{for} \quad x \in \mathfrak{C}.
\]

If \( x \geq 0 \), then \( x_n \geq 0 \) for each \( n \), and consequently \( f(x) \geq 0 \). The functional \( f(x) \), clearly additive, is therefore non-negative. The set \( H \) being compact, it follows, by what has been established in Part II, that \( f \) satisfies in \( H \) the condition (ii) (with \( \mathfrak{C} \) and \( f \) replaced by \( \mathfrak{E} \) and \( f \) respectively). Since \( \mathfrak{E} \subseteq \mathfrak{C} \) and \( f(x) \) for \( x \in \mathfrak{C} \), the functional \( f \) satisfies the condition (ii) in \( \mathfrak{C} \).

§ 10. Now consider an additive non-negative functional \( f(x) \) defined in \( \mathfrak{C} \). Let \( f_n(x) \) denote the functional defined in \( \mathfrak{C} \) by the formula

\[
f_n(x) = \sum_{i=1}^{\infty} \frac{1}{2^i} \frac{|x_i - x_i'|}{1 + |x_i - x_i'|}.
\]

We obviously have

\[
f_n(x) = f_{n+1}(x) \quad \text{for} \quad x \in \mathfrak{C}.
\]

---

1) Indeed if \( \epsilon > 0 \), there exists a positive integer \( N \) such that \( -\epsilon \leq x_p - x_q \leq \epsilon \) whenever \( p > N, q > N \). Since the constant function \( z = 1 \) belongs to \( \mathfrak{C} \), we have, for \( k = f(1) \), the inequality \( k\epsilon \leq f(x_p) - f(x_q) \leq k\epsilon \) which proves the convergence of \( \{f(x_n)\} \).
Conversely, if we choose any sequence \( \{f_n(x)\} \) of additive non-negative functionals, the functional \( f_n \) being defined in \( E_n \) (where \( n = 1, 2, \ldots \)) subject to the condition (3), then the formula (2) determines an additive non-negative functional \( f(x) \) in \( E \). We thus obtain the most general additive non-negative functional \( f(x) \) defined in \( E \), and by what has been established in the preceding §, the most general Lebesgue integral for all functions bounded and measurable (§).

The set \( E_n \) may be interpreted as the set of all function of \( n \) variables \( \mathcal{H}_1, \ldots, \mathcal{H}_n \) which are defined and continuous in the sphere \( \mathcal{H}_1^2 + \ldots + \mathcal{H}_n^2 \leq 1 \). It is known that the most general additive and non-negative functional defined in \( E_n \) may be represented by a Stjeltjes integral.

These general considerations will now be illustrated by the following example. Suppose that the functionals \( f_n \) are given by the formula

\[
(1) \quad f_n(x) = \int \ldots \int x(\mathcal{H}_1, \ldots, \mathcal{H}_n, 0, 0, \ldots) \varphi_n(\mathcal{H}_1, \ldots, \mathcal{H}_n) \, d\mathcal{H}_1 \ldots d\mathcal{H}_n
\]

for \( x \in E_n \), where \( \varphi_n \) denotes a fixed non-negative function integrable in the sphere \( \mathcal{H}_1^2 + \ldots + \mathcal{H}_n^2 \leq 1 \). The condition (3) may be written in the form

\[
\varphi_n(\mathcal{H}_1, \ldots, \mathcal{H}_n) = \int \varphi_{n+1}(\mathcal{H}_1, \ldots, \mathcal{H}_n, \mathcal{H}_{n+1}) \, d\mathcal{H}_{n+1}.
\]

To satisfy this condition, we may put, for instance, \( \varphi_1 = 1/2 \) and \( \varphi_{n+1} = \varphi_n/2 \sqrt{1 - \mathcal{H}_1^2 - \ldots - \mathcal{H}_n^2} \) for \( n \geq 1 \). We thus obtain

\[
(5) \quad \varphi_n(\mathcal{H}_1, \ldots, \mathcal{H}_n) = \frac{1}{2^n \sqrt{1 - \mathcal{H}_1^2} \ldots \sqrt{1 - \mathcal{H}_n^2}}
\]

Let \( x \) be an arbitrary function bounded and continuous in \( H \). We write again \( x_n = x(\mathcal{H}_1, \ldots, \mathcal{H}_n, 0, 0, \ldots) \). If \( |x| \leq M \), where \( M \) is a constant, then \( \lim_{n} x_n = x, \, |x_n| \leq M \).
Now let $F$ be an $\mathcal{L}$-integral which for functions belonging to $\mathcal{E}$ coincides with the functional $f$ subject to (2). We then have $F(x) = \lim_{n} F(x_n) = \lim_{n} f_n(x_n)$. If further $f_n$ is represented by the formula (4), then

$$F(x) = \lim_{n} \int \cdots \int x(\theta_1, \ldots, \theta_n, 0, 0, \ldots) \varphi_n(\theta_1, \ldots, \theta_n) \, d\theta_1 \cdots d\theta_n$$

and, in particular, if $\varphi_n$ is given by (5),

$$F(x) = \lim_{n} \int \cdots \int x(\theta_1, \ldots, \theta_n, 0, 0, \ldots) \frac{d\theta_1 \cdots d\theta_n}{2^n \sqrt[2]{1-\theta_1^2} \cdots \sqrt[2]{1-\theta_n^2} \cdots 1-\theta_n^2}.$$

This formula defines explicitly a certain $\mathcal{L}$-integral for all functions bounded and continuous in $H$.

The above considerations may be extended to certain spaces of the type $(B)$ (cf. S. Banach [I, Chap. V]), e.g. the spaces $l^{(p)}$, $L^{(p)}$ with $p > 1$. 
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Almost, 16.
Angle, 310.
Area, of an interval, 59; Elementary, of a polyhedron, 165; of a continuous surface, 165.

Boundary of a set, 40.
Centre, of an open sphere, 40; of a closed sphere, 40.
Chain of points, 122.
Classes of sets, Additive, 7; Completely additive, 7; Additive in the weak sense, 7; Complete with respect to a measure, 86.
Closure of a set, 40.
Coefficients of an approximate differential, 300.
Complement of a set, 6.
Condition, of Lipschitz for functions of two variables on an interval, 169; $l^+_\alpha$, 192; $l^-\alpha$, 192; Lusin's, (N), 224; of Lipschitz for functions of a real variable on a set, 264; $(T_1)$, 277; $(T_2)$, 277; (S), 282; (D), 290; of Lipschitz for functions of two variables on a set, 304.
Contingent, 263.
Coordinates of a point, 56.
Cubes, 57; Open, 57; Half open, 57.
Covering in the sense of Vitali, 109.
Curves, 121; rectifiable on an interval, 122; Rectifiable, 122.

Decomposition, Jordan, of a function of a set, 11; Jordan, of a function of an interval, 62; Lebesgue, of a function of a set, 35; Lebesgue, of a function of an interval, 120.
Densities, Outer upper and lower, 128; Upper and lower, 129; Right-hand and left-hand, 215.

Derivates, General upper and lower, 106; (Ordinary) upper and lower, 106; Strong upper and lower, 106; Unique, 106; Extreme, 106; Bilateral, 108; Unilateral (right- and left-hand) 108; Dini, 108; relative to a set, 108; with respect to a function, 108; Intermediate, 108; Symmetrical, upper and lower, 149; with respect to a measure and a sequence of nets in a metrical space, 154; with respect to a sequence of nets of intervals, 188; Approximate right-hand and left-hand, upper and lower, 220; Approximate bilateral, upper and lower, 220; Opposite, 269.
Derivative, General, 106; Ordinary, 106; Strong, 106; Unilateral, 108; relative to a set, 108; with respect to a function, 109; with respect to a measure and a sequence of nets in a metrical space, 154; with respect to a sequence of nets of intervals, 188; of a complex function, 196; Roussel, 210; Approximate, 220.
Diameter, 40.
Difference of sets, 5.
Differential, Total, 300; Approximate, 300; Upper and lower, 309; Extreme, 309.
Direction of a half-line, 262.
Distance, of points, 39; of a point and a set, 40; of sets, 40; of points in an Euclidean space, 56; of points in the torus space, 157.
Element of a set, 4.
Expressions of de Geöcze, 171.

Faces of an interval, 57; of a polyhedron, 164.
Families of sets, see Classes of sets.
Figure, 58, Elementary, 58.
Function of singularities, of a function
of a set, 35; of a function of an inter-
val, 120.

Functions (of a complex variable), Com-
plex 195; Holomorphic, 195; Deri-
vable, 196.

Functions (of an interval), 59; Contin-
uous, 59; continuous and discon-
tinuous at a hyperplane, 60; Additive,
61; of bounded variation, 61; Monoto-
ne non-decreasing and non-increasing,
61; Absolutely continuous, 93; Sin-
gular, 93; Major and minor, 191; Maj-
or and minor, with respect to a func-
tion, 207. (See also Functions (of a real
variable).)

Functions (of a point), Finite 6; Charac-
teristic, of sets, 6; Simple, 7; Measurable
12; Integrable, 20; Upper and lower
semi-continuous, 42; Continuous, 42;
integrable in the Lebesgue-Stieltjes
sense, 65; Integrable in the Lebesgue
sense, 65; Summable, 65; Approximately
continuous, 132; Equi-measurable,
143; Cylindrical, 159 (See also Func-
tions (of an interval) and Func-
tions (of a real variable).)

Functions (of a real variable), 96; of
bounded variation, 96; Absolutely
continuous, 96; Singular, 96; Regular,
97; Saltus-, 97; integrable in the
sense of Newton, 186; \( \mathcal{J} \)-integrable,
201; Integrable in the sense of Per-
ron, 201; Approximately derivable,
220; of bounded variation (in the
wide sense) 221; VB, 221; of general-
ized bounded variation (in the wide
sense), 221; VBG, 221; absolutely
continuous (in the wide sense), 223;
\( AC^* \), 223; Generalized absolutely con-
tinuous (in the wide sense), 223; \( AC \),
223; of bounded variation in the re-
stricted sense, 228; \( VB^* \), 228; of gen-
eralized bounded variation in the re-
stricted sense, 228; VBG*, 228; abso-
lutely continuous in the restricted
sense, 231; \( AC^* \), 231; Generalized ab-
solutely continuous in the restricted
sense, 231; \( ACG^* \), 231; \( \mathcal{J} \)-integrable,
241; \( \mathcal{J}^* \)-integrable, 241; Contin-
uous in the sense of Darboux, 272; In-
ner and outer, of a superposition, 286;
Inverse, 286. (See also Functions (of an
interval) and Functions (of a point).)

Functions (of a set), Additive, 8; Mono-
tone, 8; Non-decreasing and non-in-
creasing, 8; Absolutely continuous
30, 66, Singular, 30, 66.

Functions (of two real variables), of bound-
ed variation, 169; Absolutely con-
tinuous, 169; Totally differentiable,
300; Differentiable, 300; Approxi-
mately differentiable, 300.

Graph of a function, 88; of a curve, 121.

Half-plane, 263, 264.

Half-space, 263, 306.

Half-tangent, Intermediate, 262.

Hyperplane, 57; orthogonal to an axis,
57; Intermediate tangent, 263; Ex-
treme tangent, 263; Unique tangent,
263; Tangent, 263.

Increment of a function, 96.

Integrals, Definite, 19, 20, 46, 254; In-
definite, 29, 254; Lebesgue-Stieltjes,
65; Lebesgue, 65; Upper and lower
Birkull, 166; Definite and indefinite
Birkull, 166; Mean value, 178; Perron,
201, \( \mathcal{J} \), 201; Perron-Stieltjes, 207;
\( \mathcal{J}^* \), 207; Denjoy, in the wide sen-
se, 241; Denjoy-Khintchine, 241;
\( \mathcal{J} \), 241; Denjoy, in the restricted
sense, 241; Denjoy-Perron, 241; \( \mathcal{J}^* \),
241; \( \mathcal{J} \)-, 244; Compatible, 254.

Interior of a set, 40.

Intervals, 57; Closed, 57; Open, 57;
Half-open, 57; Degenerate, 57; in the
torus space, 157.

Length, Outer, of a set, 54; of a set
54; of an interval, 59; of arc of a curve, 122;
of a curve, 122

Limit, of a sequence of sets, 5; Upper
and lower, of a sequence of sets, 5;
of a sequence of points, 39; Approx-
imate, upper and lower, 218; Approx-
imate extreme, 219; Approximate,
219; Approximate bilateral and uni-
lateral, 220.

Lines, Straight, 56, 57.

Maximum, of a function at a point, 42;
Strict, 261.

Measure, 16; Outer Carathéodory, 43;
of a set, 46; Outer, of a set, 46; Reg-
ular outer, 50; Outer Lebesgue, 65;
Lebesgue, 65; - function, 117; Outer,
in the torus space, 157; in the torus
space, 158; Outer linear, of a set on
a line, 297.

Mesh of a net, 153.

Minimum, of a function at a point, 42;
Strict, 261.
Neighbourhood of a point, 40.
Net, of closed intervals, 57; of half open
intervals, 57; in a metrical space, 153;
Normal, of intervals, 188.
Nucleus of a determining system, 47.
Number, Characteristic, of a family of
sets, 40.
Operation (A), 47.
Ordinate-set of a function, 88.
Oscillation, of a function of a point at
a point, 42; of a function of an interval
on a set, 60; of a function of an interval
at a set, 60.
Parameter, of regularity of a set, 106;
of a curve, 121.
Part, Common, of sets, 5; Non-negative
and non-positive, of a function, 13;
Absolutely continuous, of a function
of an interval, 120; Real and imagi-
ary, of a complex function, 195.
Plane, 56, 57; Whole, 264. (See also
Hyperplane.)
Points, of a space, 6; of accumulation,
40; Isolated, 40; Internal, 40; of a cur-
ve, 121; of outer density, 128; of
dispersion, 128; of density, 129; Right-
and left-hand, of accumulation, 215;
isolated on the right or the left, 215;
Unilateral (right- and left-hand), of
outer density, 215; of linear density
in the direction of an axis, 298.
Polyhedron, 164.
Portion of a set, 41.
Primitive of Newton, 186.
Product of sets, 5; Combinatory, 82; Car-
tesian, 82.
Radius, of a neighbourhood, 40; of an
open sphere, 40; of a closed sphere, 40.
Relations, Denjoy, 269.
Sequences, Convergent, of sets, 5; Asc-
ending and descending, of sets, 5;
Non-decreasing and non-increasing,
of sets, 5; Monotone, of sets, 5; Con-
vergent, of points, 40; Regular, of
nets of intervals, 57; Regular, of nets
in a metrical space, 153; of mean
value integrals, 178; Normal, of nets
of intervals, 188; Binary, of nets of
intervals, 191.
Sets, Empty, 4; Enumerable, 4; Meas-
urable, 7; Bounded, 40; Derived, 40;
Closed, 40; Isolated, 40; Perfect, 40;
Open, 40; Non-overlapping, 40; (J),
40; (E), 40; (B), 41; measurable (B),
41; Borel, 41; closed in a set, 41; open
in a set, 41; everywhere dense in a set,
41; non-dense in a set, 41; of the first
and the second category (in a set), 41;
Separable, 41; measurable with re-
spect to an outer Carathéodory meas-
ure, 14; regular with respect to an
outer Carathéodory measure, 50; of
zero length, 54; of zero area, 54; of
zero volume, 54; of finite length, 54;
of finite area, 54; of finite volume, 54;
Linear, 56; Plane, 56; Ordinate-, 88;
Measurable, in the torus space, 158;
Cylindrical, in the torus space, 159.
Side of a hyperplane, 263; Empty, 263.
Space, Abstract, 6; Metrical, 39; Com-
plete, 54; Euclidean, 56; Torus, 157; Whole, 306.
Sphere, Open, 40; Closed, 40.
Square, 57.
Subdivision of a figure, 165.
Subsets, 4.
Sum of sets, 5.
Superposition of functions, 286.
Surfaces, Continuous, 164.
System, Determining, 47; Degenerate
determining, 49.
Tangent, Intermediate, 263; Extreme,
263; Unique, 263.
Torus space, 157.
Translation, of a set by a vector, 91;
in the torus space, 158.
Variation, Relative (upper and lower)
and absolute, of a function of a set, 10;
Relative (upper and lower) and ab-
solute, of a function of an interval,
61, 62; of a function of a real variable,
96; of a function of an interval at a set,
166; Weak, 221; Strong, 228.
Vertex, of a polyhedron, 164; of an angle,
310.
Volume, of an interval, 59; of an interval
in the torus space, 157.
NOTATIONS.

CHAPTER I. ε, 4; ⊂, 4 (254); ⊃, =, 4; Σ, 5 (258); Π, +, −, lim inf, lim sup, 5; lim, 5 (39); (E), Φ, Φ (where E is a class of sets), 5; C, 6; cF (where F is a set), 6; \{v_1, E_1; \ldots; v_n, E_n\} (where E_1, \ldots, E_n are sets and v_1, \ldots, v_n numbers), 7; \overline{W}, \overline{W}, W, 10 (61, 96); E, 12; \int f \, (where f is a function), 13; (X) f dμ (where X is a class of sets, f a function of a point and μ a measure), 20.

CHAPTER II. η, 39 (40); lim, 39 (5); δ, Δ, 40; S, 41 (122, 165); T, 41; A, A, A (where A is a set), 42; Φ, Φ, 40; Ψ, 41; M, m, 42; o, 42 (60); \mathcal{L}_f (where \mathcal{L} is an outer Carathéodory measure), 44; (I), \int f d\mathcal{L} (where I is an outer Carathéodory measure and f a function of a point), 46; N, 47; \Lambda, 53.

CHAPTER III. K, 56; (x_1, \ldots, x_m) (where x_1, \ldots, x_m are real numbers), 56; \{a_1, b_1; \ldots; a_m, b_m\}, \{a_1, b_1; \ldots; a_m, b_m\}, \{a_1, b_1; \ldots; a_m, b_m\}, \{a_1, b_1; \ldots; a_m, b_m\}, \{a_1, b_1; \ldots; a_m, b_m\}, \{a_1, b_1; \ldots; a_m, b_m\} (where a_1, b_1, \ldots, a_m, b_m are real numbers), 57; \bigotimes, \bigotimes, 59; O, 60 (254); o, 60 (42); \overline{W}, \overline{W}, W, 61 (10, 96); U (where U is a function of an interval), 64; \int f dU (where f is a function of a point and U a function of an interval), 64; L, ||, 65 (117); \int f(x) \, dx (where f is a function of a point), 66; \times, 76 (82); UV (where U and V are functions of an interval), 76; \times, 82 (76); X, Y (where X and Y are classes of sets), 82; \mu \nu (where \mu and \nu are measures), 86; T, T (where T is a class of sets and r a measure), 87; A, 88; B, 88 (121); Q^a (where Q is a set and a a point), 91; \overline{W}, \overline{W}, W, 96 (10, 61); f(a+), f(a-) (where f is a function and a a point), 97; F(I) (where F is a function of a real variable and I an interval), 99; F[E] (where F is a function of a real variable and E a set), 100.
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